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Abstract

The growing availability and usage of low precision floating point formats attracts many
interests of developing lower or mixed precision algorithms for scientific computing prob-
lems. In this paper we investigate the possibility of exploiting mixed precision computing
in LSQR for solving discrete linear ill-posed problems. Based on the commonly used reg-
ularization model for linear inverse problems, we analyze the choice of proper computing
precision in the two main parts of LSQR, including the construction of Krylov subspace and
updating procedure of iterative solutions. We show that, under some mild conditions, the
Lanczos vectors can be computed using single precision without loss of any accuracy of the
final regularized solution as long as the noise level is not extremely small. We also show
that the most time consuming part for updating iterative solutions can be performed using
single precision without sacrificing any accuracy. The results indicate that several highly time
consuming parts of the algorithm can be implemented using lower precisions, and provide
a theoretical guideline for implementing a robust and efficient mixed precision variant of
LSQR for solving discrete linear ill-posed problems. Numerical experiments are made to test
two mixed precision variants of LSQR and confirming our results.
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unit - Semi-convergence
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1 Introduction

Although for most traditional scientific computing problems, computations are carried out
with double precision (64-bit) rather than lower precisions such as single (32-bit) or half

This work was supported in part by the National Natural Science Foundation of China under Grant No.
3192270206.

B Haibo Li
haibolee1729 @ gmail.com

I Institute of Computing Technology, Chinese Academy of Sciences, Beijing 100190, China

Published online: 01 February 2024 @ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10915-023-02447-4&domain=pdf
http://orcid.org/0000-0003-0437-7617

55  Page2of30 Journal of Scientific Computing (2024) 98:55

(16-bit) precision, on modern computing architectures, the performance of 32-bit operations
is often at least twice as fast as that of 64-bit operations [1], which stimulates the trial of using
lower precision floating point formats in an algorithm. To exploit this computation power
without sacrificing accuracy of the final result, numerical algorithms have to be designed
that use lower or mixed precision formats. By using a combination of 64-bit and 32-bit (even
16-bit) floating point arithmetic, the performance of many numerical algorithms can be
significantly enhanced while maintaining the 64-bit accuracy of the resulting solution. New
mixed precision variants of many numerical linear algebra algorithms have been recently
proposed, such as matrix multiplications [2, 6], LU and QR matrix factorizations [32, 44],
Krylov solvers [8, 11, 17, 18] and many others [3, 25].

In this paper, we investigate how to exploit mixed precision computing for solving discrete
linear ill-posed problems. This type of problems typically arise from the numerical solution
of inverse problems that appear in various applications of science and engineering, such as
image deblurring, geophysics, computerized tomography and many others; see e.g., [23, 28,
35, 40]. A basic linear inverse problem leads to a discrete linear system of the form

Ax =b, b= Ax. +e, (1.1)

where the matrix A € R™*" with m > n without loss of generality, and the right-hand side b
is a perturbed version of the unknown exact observation b, = Ax,,. In this paper we suppose
e is a Gaussian white noise. The problem is ill-posed in the sense that A is extremely ill-
conditioned with its singular values decaying gradually towards zero without any noticeable
gap, which leads to that the naive solution x,,; = A'b of 1.1 is a poor approximation to
the exact solution x.y = ATb,,, where “+” denotes the Moore-Penrose inverse of a matrix.
Therefore, some forms of regularization must be used to deal with the noise e in order to
extract a good approximation to X, .

One of the popular regularization techniques is the Tikhonov regularization [41], in which
a quadratic penalty is added to the objective function:

x, = arg min (|| Ax — bl 2] Lx|*},
X n

where & > 0 is the regularization parameter and L € RP*" is the regularization matrix.
Throughout the rest of the paper || - || always denotes either the vector or matrix 2-norm. The
proper choice of L depends on the particular application, which should be chosen to yield a
regularized solution with some known desired features of x.,. A suitable value of A should
have a good balance between the data fidelity term ||Ax — b|| and the regularization term
IILx||, only in which case we can get a regularized solution that is a good approximation
to x,.. Although many types of regularization parameter choice rules have been proposed,
such as discrepancy principle (DP) [34], unbiased predictive risk estimator [42], generalized
cross validation [16] and L-curve criterion [19], it is often computationally very expensive to
choose a suitable A for large scale problems, since many different values of A must be tried
to get x;.

For large scale ill-posed problems, iterative regularization method is the soundest choice.
For standard-form regularization with L = I,,, Krylov subspace based methods such as LSQR
[4, 14, 37] are the most commonly used. The methods project (1.1) onto a sequence of lower-
dimensional Krylov subspaces, and then solves the projected small scale problems, where the
iteration number plays the role of regularization parameter [20, 22]. This approach usually
exhibits semi-convergence: as the iteration proceeds, the iterative solution first approximates
Xex While afterwards the noise e starts to deteriorate the solution so that it gradually diverge
from x,, and instead converges to x,,; . Therefore, the iteration must be stopped early properly
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by using a regularization parameter choice rule [7, 38]. The semi-convergence behavior can
be mitigated by using a hybrid method, which applies a standard regularization technique,
such as Tikhonov regularization or truncated SVD, to the projected problem at each iteration
[10, 29, 39].

In this paper, we focus on the LSQR algorithm for iteratively solving large scale discrete
linear ill-posed problems that is based on the Lanczos bidiagonalization [37]. The motivation
for this work is to answer whether lower precisions can be used in some parts of the algorithm
while maintaining the 64-bit accuracy of the regularized solutions. The LSQR for linear ill-
posed problems mainly includes two parts, that is the construction of Krylov subspace by
Lanczos bidiagonalization and updating procedure of iterative solutions. In addition, a proper
iteration number should be estimated to stop the iteration near the semi-convergence point.
Since b is contaminated by the noise e, we can never get a regularized solution with error as
small as ||e|| [12, 20], and this error is usually much bigger than the roundoff unit of double
precision with the value 273, This fact inspires us that double precision may be not necessary
for LSQR to compute a regularized solution with the same accuracy as the best regularized
one. To the best of our knowledge, however, there is still no theoretical analysis about how
to choose proper lower computing precision in LSQR for linear ill-posed problems. This
issue is crucial for deciding which lower precision format should be used in each part of the
algorithm to get a more efficient mixed precision implementation.

We study the lower precision computing for the two main parts of LSQR, including the
construction of Krylov subspace and updating iterative solutions. In finite precision arith-
metic, we implement the Lanczos bidiagonalization in LSQR with full reorthogonalization
of Lanczos vector, which is a frequently used strategy to avoid slowing down and irregular
convergence of iterative solutions [26, 30]. First, under an ideal model describing the lin-
ear ill-posed problem (1.1), our result estimates an upper bound on the proper value of u
corresponding to the used computing precision for constructing Lanczos vectors with full
reorthogonalization, and it indicates that for not extremely small noise levels we can exploit
single precision for this part without loss of accuracy of the final regularized solution. Sec-
ond, for the updating procedure part, we theoretically show that, under a condition which
can be almost always satisfied, the updated regularized solutions can be computed using
single precision without sacrificing any accuracy. We also investigate the L-curve and dis-
crepancy principle methods for estimating the optimal early stopping iteration combined with
the mixed precision implementation of LSQR. Overall, the results theoretically show that
several highly time consuming parts of LSQR for solving discrete linear ill-posed problems
can be implemented using lower precisions, which has a great potential of defeating the
double precision implementation in computation efficiency. The results can guide us towards
a mixed precision implementation that is both robust and efficient, and should be considered
by application developers for practical problems.

The paper is organized as follows. We start in Sect.2 with a brief review of regulariza-
tion theory and algorithm of linear ill-posed inverse problems, and the IEEE 754 floating
point standard. Next, in Sect. 3, we analyze the proper choice of u corresponding to the used
computing precision for constructing Lanczos vectors with full reorthogonalization and give
an upper bound. In Sect. 4, we analyze the possibility of using lower precision for updating
iterative solutions and give a mixed precision variant of LSQR. We also discuss the esti-
mation of optimal early stopping iteration for the mixed precision LSQR. Some numerical
experimental results are presented in Sect. 5 and we conclude the paper in Sect. 6.
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2 Preliminaries
In this section, we review some basic knowledge of regularization theory of linear ill-posed

inverse problems and the LSQR regularization algorithm, we also review finite precision
computing based on the IEEE 754 Standard floating point number system.

2.1 Regularization of Linear lll-Posed Problems and LSQR

Suppose the singular value decomposition (SVD) of A is

A:U(f;)VT, 2.1
where U = (u1,...,up) € R and V = (v, ..., v,) € R™" are orthogonal, ¥ =
diag(ot, ..., 0,) € R™" with singular values oy > o2 > --- > o, > 0. The naive solution

to (1.1)is
b

n n n
ulT ex ul.Te u[Te
vi=z v,'—i—g Ui=Xex+E (N
Oj Oi Oi

i=1 i=1 i=1

- uin
i=1 !
Note that the second term in x,,; is extremely large since o; decay to zero, making x,,; a

meaningless solution. A direct regularized method is the truncated SVD (TSVD) method,
which forms x,‘f”d by truncating the first k components of x,,,; corresponding to large singular

values: x,’f vd — Zf: 1 uj:l_ b v;. Regularization theory of linear inverse problems can be used to
investigate the accuracy of the regularized solution to (1.1), among which the discrete Picard
condition(DPC) plays a central role. We give a brief review in the following.

The DPC for the exact right-hand side b, can be written in the following popular simpli-

fying model [20, 22]:
Ul bex| = poo, TP, B>0,i=1,2,....n, 2.2)

where § is a model parameter that controls the decay rates of Iul.T bex|,!. The DPC implies
that the noisy coefficients ul.Tb gradually decay in average and are larger than IuiT e| for
i = 1,2... until the noise dominates. Suppose that the noise in IuiT b| starts to dominate at
k =k* 4+ 1, i.e., k* is the transition point such that [22, §3.5.1]

Ty t,T T T ~ 1, T
[upeD| = (upsbex| > |ugsel, |upeyibex| = (U el (2.3)

Under the assumption that e € R™ is a Gaussian white noise, it is shown that IuiT el ~
m~1/2|le|| [22, §3.5.1]. Thus the DPC for noisy b can be written in the following form:

poo, P 1 <i <k

2.4
m= 2|, i = k*+ 1. 24)

T T T |~
lu; b| = |u; bex+uie|~{

The accuracy of the best regularized solution to (1.1) is closely connected with the DPC
(2.4), which can be reflected by the effective resolution limit denoted by n,.s. The effective
resolution limit of (1.1) denotes the smallest coefficient |viT Xex| that can be recovered from

B
the given A and noisy b [20, §4.1], and it is shown in [20, §4.5] that 1,es ~ (m =12 ||e|) 77 .

I'In [22, §4.6] the corresponding model is |uinex| = ail +h , which does not include the constant pg. In fact,
Hansen [22, p.68] points out that “while this is, indeed, a crude model, it reflects the overall behavior often
found in real problems”.
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The accuracy of the best regularized solution x,,, is dependent on 7, that is, one can only
hope that x,,, reaches an accuracy corresponding to the effective resolution limit, which
means

”xopt — Xex|l

B
> Cie+h 2.5)
[lxex |l

with a moderate constant C1, where ¢ = |le||/||bex || < 1 is the noise level; see e.g., [12, 20]
for more details. Note that ||e|| < ||bey||; otherwise all information from b,, is lost in b. In
particular, it is known from [12, 20] that x,’ci”" is a 2-norm filtering best possible regularized
solution of (1.1) when only deterministic 2-norm filtering regularization methods are taken
into account.

For large scale ill-posed problems, the LSQR algorithm with early stopping is the most
common used iterative regularization method, which is based on Lanczos bidiagonalization
of A with starting vector b, as described in Algorithm 1.

Algorithm 1 k-step Lanczos bidiagonalization

1: Let B =Tl\b|\, p1=>/B
221 = A" pill, q1 = A" p1/oy
3:for j=1,2,...,kdo

4. sj=Aqj—ajp;j

50 Bip1=lsjll. pjy1 =5;/Bj+1
. T

6: rj=A"pjt1—Bjt14;

7o ajpr =l gjr1 =rj/ejp
8: end for

In exact arithmetic, the k-step Lanczos bidiagonalization produces a lower bidiagonal
matrix

o]
B2 o2
By = /33 c R(IH»l)xk7
(673
Bre+1
and two groups of Lanczos vectors {p1, ..., px+1} and {q1, ..., gk+1} that are orthonormal

bases of Krylov subspaces Ki1(AAT, b) and K41 (AT A, ATb), respectively. The k-step
Lanczos bidiagonalization can be written in the matrix form

Pes1(Brel ™) = b, (2.6)
AQk = Pr+1Bx, .7
AT Pt = QuBl + a1 qist (epi ™7 2.8)
where ei(l) denotes the i-th canonical basis vector of R!, and Pry1 = (p1,---, pky1) and
Or = (q1,---,qk+1) are two orthonormal matrices. The LSQR for (1.1) is mathemati-

cally equivalent to the conjugate gradient (CG) method applied to the normal equation of
minyepn ||[Ax — b||, ie. ATAx = ATb, which seeks approximations to x., from the k
dimensional Krylov subspace Ky (AT A, ATb) = R(V}) starting with k = 1 onwards, and
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the iteration should be terminated at a proper step near the semi-convergence point to get a
good regularized solution [4]. At the k-th step, by (2.6) and (2.7) we have

. . k+1
min |Ax — bl|= min|| By — 1V,
x=Q0ky yeRK

and thus the k-step LSQR solution is

. k+1 k+1
= Qkyk, Y = arg min | By — Biel V= Bl (Brel ). (2.9)
ye

We note that if ax1 or By is zero, then the iteration terminates and x; = Xj4; [37]. This
case rarely happens in real computations and we assume that the iteration does not terminate.

From the above description, the computation of x; can be divided into two parts. The first
part is the Lanczos bidiagonalization that generates two orthonormal bases of Krylov sub-
spaces Kr1(AAT, b) and Kry 1 (AT A, AT b), respectively, while the second part is solving
the projected problem (2.9) to obtain xi. In the practical implementation, there is a recursive
formula to update xj from x; without solving the projected least squares problems at each
iteration. This updating procedure will be investigated in Sect. 4.

2.2 Finite Precision Computing

In practical computational tasks, the accuracy of a computed result and the time needed to
complete the algorithm both heavily depend on the floating point format used for storage and
arithmetic operations. Here we review the IEEE 754 Standard floating point number format,
which is composed of a sign bit, an exponent 7, and a significand ¢:

x=4pu x2",

where p is any integer in [0, 2’ — 1] and 7 is an integer in [9min, Tmax]- Roughly speaking, the
length of the exponent determines the value range of a floating point format, and the length of
the significand determines the relative accuracy of the format in that range. A short analysis
of floating point operations [24, Theorem 2.2] shows that the relative error is controlled by
the roundoff unit u := % .21~ Table 1 shows main parameters of the three different floating
point number formats.

In finite precision arithmetic, the Lanczos vectors u; and v; computed by the Lanczos
bidiagonalization gradually lose their orthogonality, and it may slow down the convergence
of iterative solutions and make the propagation of noise during the iterations rather irregular
[26, 33]. A frequently used strategy is implementing the Lanczos bidiagonalization with
full reorthogonalization (LBFRO)? to maintain stability of convergence. In the rest of the
paper, we investigate the LSQR implemented with full reorthogonalization of Lanczos vectors
in finite precision. From now on, notations such as P, By, o, etc. denote the computed
quantities in finite precision computing.

Define the orthogonality level of Lanczos vectors {py, ..., pr} and {q1, ..., qr} as

i = |SUT(x — PL PO, ve = ISUT(I — O Qo).

where SUT(-) denotes the strictly upper triangular part of a matrix. The following result
has been established for the k-step Lanczos bidiagonalization with reorthogonalization (not
necessarily full reorthogonalization) [31].

2 In full reorthogonalization, u and vy are reorthogonalized against all previous vectors {u1, ..., ux_1} and

{v1, ..., vk—1} as soon as they have been computed. This adds an arithmetic cost of about 4(m + n)k2 flops,
which is affordable if k < min{m, n}.
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Table 1 Parameters for various floating-point formats. “Range” denotes the order of magnitude of the smallest
positive (subnormal) xfn i and smallest and largest positive normalized floating-point numbers

Type Size Range Roundoff unit
(bits) x;v,”'n Xmin Xmax u

Half precision 16 5.96 x 108 6.10 x 1075 6.55 x 10% 4.88 x 1074

Single precision 32 1.40 x 10~% 1.18 x 10738 3.40 x 1038 5.96 x 1078

Double precision 64 4.94 x 107324 2.22 x 107308 1.80 x 10308 1.11 x 10716

Theorem 2.1 For the k-step Lanczos bidiagonalization with reorthogonalization, if vy <

1/2 and 41 < 1/2, then there exist two orthornormal matrices Pr+1 = (p1, ..., Pk+1) €
R™CED and Qx1 = (G, - - . Geg1) € RVCTD such thar
P (Bref ™) = b+ 8y, 2.10)
(A+E)Qr = Pii1By, 2.11)
(A+ E) Pyt = Ok B + arn1des (el )7 (2.12)

where E and §p, are perturbation matrix and vector, respectively. We have error bounds

I Pest — Prert | 2pks1 + Oipy)s 110ks1 — Qurt I v + Oy ),
and
IEll= O(c(n, OIIANI@ + viy1 + px+1)), 18plI= O(llb]lw).
where c(n, k) is a moderately growing constant depends on n and k.

For the LBFRO, the orthogonality levels of u; and v; are kept around O(u), thus by
Theorem 2.1 we have

[ Pes1 — Pesill = O),  [[Okt1 — Qiyill= Ou), (2.13)
IE|l= Oc(n, Dl Alw), [I8lI= O|bw). (2.14)

This result will be used in the next section to estimate upper bound on the proper value of
roundoff unit u corresponding to the used computing precision.

3 Choice of Computing Precision for the Construction of Krylov
Subspace

In this section, we investigate which lower precision format should be used for computing
Lanczos vectors with full reorthogonalization. To this end, by assuming the LBFRO is imple-
mented in finite precision computing with roundoff unit u, we will give an upper bound on u
such that the best computed regularized solution can achieve the same accuracy as the best
regularized LSQR solution to (1.1) obtained in exact arithmetic. In this section, the updating
procedure or (2.9) is assumed to be implemented in exact arithmetic.

Theorem 3.1 Suppose that the LBFRO in LSQR is implemented in finite precision with round-
off unitw. If (2.9) is solved exactly, then the computed xy. satisfies
llxx — Xl

= =0(u), 3.1
ll Xl
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where Xy, is the exact k-th LSQR solution to the perturbed problem
min || (A 4+ E)x — (b + 38p)|. (3.2)
xeR"

Proof Since (2.9) is solved exactly, by Theorem 2.1 we have

. k+1 . 5 5 k+1
vk = arg min | Byy — Bre\ ™V |= arg min || Py i Bry — PegiBrel V|
yeRk yeRk

=arg min (A + E)Qry — (b + 8p)I|.
yeRk

From Theorem 2.1 we know that Qy is the right orthonormal matrix generated by the Lanczos
biagonalization of A 4+ E with starting vector b 4 §, in exact arithmetic, which means
R(Vi) = Kx((A+ E)YT(A+ E), (A+ E)T (b + 68)). Let 5y = Qpyk. Then Xy is the k-th
LSQR solution to (3.2). Since xx = Qg Yk, by (2.13) we have

1% — xill< 10k — Qxllllyill = Ol yx[[w)).
Using || yk|| = ||Xk||, we obtain (3.1). ]
This result indicates that x; ~ x; within O(u). If we rewrite (3.2) as
(A+ E)x = (box + Exex) + (e — ExXex + 8p), (3.3)

then x,, is the exact solution to (A 4+ E)X.x = beyx + Exex and e — Ex,, + §p is the noise
term. Notice that || E||/||A]l = O(c(n, k)u) and thus for a not big k the singular values of
A + E decrease monotonically without noticeable gap until they tend to settle at a level of
O(||A|lu). Therefore, the linear system (3.3) inherits the ill-posedness of (1.1). Moreover,
if || — Exex + 85|l < |le]l, then e — Ex,., + 85 can be treated as a Gaussian noise. For a
sufficiently small u, we can hope that the best LSQR regularized solution to (3.3) has the
same accuracy as that to (1.1).

Suppose that the best LSQR regularized solution to (3.3) is Xi,. Let the i-th largest sin-
gular values of A + E be o; and the corresponding left singular vector be it;. Applying the
regularizaton theory and DPC to (1.1) and (3.3), the accuracy of xj, will be the same as that
of xop if:

e the DPC of (3.3) inherits properties of the DPC of (1.1), i.e., the DPC of (3.3) before the
noise dominates should satisfies

] bl ~ po5; P 1 <i <k (3.4)

e the effective resolution limit of (3.3) has the same accuracy as that of (1.1),3.

Note that Theorem 3.1 implies that ||xx, — Xk, /| Xk, || = O(u). Therefore, for the above Xy,
the corresponding xi, will have the same accuracy as x,p, if

B
u K Cie™p, (3.5)
which implies that the best computed regularized solution among x; can achieve the same
accuracy as Xop;-
In the following we make some analysis about the above assertions.

3 The assertion implicitly uses the order optimal property of the LSQR or its mathematical equivalent CG
algorithm for linear inverse problems [12, §7.3] which means that the best LSQR regularized solution can
achieve the same accuracy as that of x,p;. Although plenty of numerical results confirm it without any
exception, this property has not been rigorously proved for discrete linear ill-posed problems; see [20, §6.3]and
[9] for more discussions.
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Lemma 3.1 For the ill-posed problem (3.2) or its equivalence (3.3), if (3.4) holds and the
following two conditions are satisfied: (1). || — Ex.x + 8| < |lell; (2). || E||<K ok*, then the
effective resolution limit of (3.3) has the same accuracy as that of (1.1).

Proof Since the noise in problem (3.3) is ¢ — Ex.x + 85, by Condition (1), the noise e
dominates, thus we can regard this noise as Gaussian. Condition (2) implies that ; ~ o;
until the noise in IuiT b| starts to dominates, and thus the errors in A + E starts to dominates
at a point k* > k*. Therefore, it follows from [20, §4.5], if (3.4) holds, that

_ _ B _ B
res & (m™'2]le = Exex + 8p) 57 ~ (m ™2 le]) ™7,
where 1), is the effective resolution limit of (3.3). O

Lemma 3.2 For the iteration number k not very big, if u satisfies

u < minfe, (m~'/%e) 7}, (3.6)
then the relation (3.5) and Conditions (1) and (2) hold.

Proof Condition (1) holds if || Ex.. || < |le|l and ||8p]] < |le|l. By (2.14), these two equalities
can be satisfied if u << ||e||/||b]| and || E|| < |le]|/||xex]l- Since

llell llell _ & €
LA - > =,
160~ lbexll +llell  T+e 2

we have u < |le||/||] if u < €. Note that

llell I Allllell
< = ¢|lAll,
[1xex |l [1Dex |l

and the value of ||e||/||xex || should not deviate too far from ¢||A|| since ||x.y| is usually a
moderate quantity. Using || E||= O(c(n, k)||A|lu), we have ||E| < |le]l/||xex]l if u < €
since c(n, k) is a moderate quantity.

By (2.2) and (2.3), we have po. /) & [uf. , el ~ m
tion (2) will hold if

~172|\e||, which implies that Condi-

1
IEN < o1 ~ (m~ "2 p5 el 7. (3.7)

By (2.2), we have pg = |u1Tbex|/all+’3, and thus

Sy llell s lel N7 _ o
(g e ™ =01 (=) = Al (=) =T AL (38
0 |M1Tbex| 1Bexll
1
Therefore Condition (2) will hold if |E|| <« (m~!/2g) T ||A||, which can be satisfied if

1
u < (m V2T, By the above derivations, one can check that (3.5) and Conditions (1)
and (2) hold if u satisfies (3.6). ]

In order to analyze (3.4), we adopt the following popular model describing the decay rates
of o; for different types of ill-posedness [20]:
¢p~t, p>1 severely ill-posed;
o; =4 ¢i~%, «a > 1 moderately ill-posed; (3.9)
Ci™, 1/2 <a <1 mildly ill-posed.
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Remark 3.1 Notice that the model (3.9) means that all the singular values of A are simple. For
the case that A has multiple singular values, the model should be rewritten by the following
modification; see [27] for using this modified model to analyze regularization effect of LSQR
for the multiple singular values case. First rewrite the SVD of A as

~ 2\ ~1
-0 (3)e
where U = (Ui, ...,U,,U,) with U; € R™*i and V = (V,..., V) with V; € R*li
are column orthonormal, ¥ = diag(611y,, ..., 6,1;,) with the r distinct singular values

61 > 07 > -+» > 6, > 0, each ¢; is [; multiple and [} + I + - - - + [, = n. Then the decay
rate of 6; can be written in the same form as (3.9). In this case, the DPC of (1.1) becomes

o~ ~1 .
NT bexll = po6; . i=1.2.....r, (3.10)

which states that, on average the (generalized) Fourier coefficients ||IZTbeX || decay faster
than ;.

Using the above model, we can give a sufficient condition under which the relation (3.4)
holds. For notational simplicity, we also write 6; as o; without causing confusions.

Lemma 3.3 Suppose that the iteration number k is not very big and o; — oi+1 > || E|| for
1 <i <k* If (3.6) holds and

248 .
u < (m )T (% - 1) , (3.11)
* 4

then the relation (3.4) holds.

Proof There two cases needed to be proved.
Case 1. A has single singular values. Write the i-th left singular vector of A + E as
u; = u; +8,, where g, is an error vector. Since (3.6) holds, we have 6; ~ o; for 1 <i < k*.
Note (3.4) implies |(u; + 8,)7bl ~ po5; ? ~ poo ¥ for 1 < i < k*, which can be
satisfied if
185,61 < poo; P 1 <i <k (3.12)
By the perturbation theorem of singular vectors [5, Theorem 1.2.8], we have the perturbation
bound
IE] . lE]

~ , 1 <i<k®
oi —oi+1 — |Ell  0i —0it1

[sin @ (u;, u;)| <

under the assumption that o; — oj+1 > ||E|| for 1 < i < k*, where 0 (u;, u;) is the angle
between u; and u;. Thus we have

E
18u; ll= 2| sin(O (u;, ;) /2)| ~ [sin 6 (u;, ;)| S &
i — Oi+l1
Therefore, (3.12) can be satisfied if
E| b

IENDI < p00i1+ﬁ7 l<i<t

0i — 041
which is equivalent to

248 Oi41
poo? P (1 — 22)
IE|< — B o l=is<k (3.13)
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Using the expression of o+ in (3.7) and the model (3.9), the minimum of the right-hand
term of the above inequality is achieved at i = k*, which is

248 Op* 2+8 o \2+P Oy
pooiee (1= gk:l) _ PO“k*+1(okf+l) (1- ak:l)
5] &l
2+8
—1/2 —1 Iz O * 148/ o=
ol P e T () P R — 1)
1Bexll
2+8
-1/2 T8 ( Gk _
(12 el TR (2 — 1)
> _ .
1Dex ”,O()Hﬁ
By (3.8), we have
248
(m="2|e|) +5 IR L lell
=T (o5 el P
T+8 ”bex ”

||bex||p0
248 1 =
> (m~ YT | Alle = (m~2e) T8 || A

Therefore, by (3.12) and (3.13) and using || E||= O(c(n, k)||A]lu), we finally obtain the
result.
Case 2. A has multiple singular values. Write the SVD of A + E in a similar form as that

of A, such that the left singular vectors can be written as U= U,...,U0,0). By the
perturbation theorem of invariant singular subspaces [43], we have
R IE] - __lE]
[ sin®U;, Ul < — N
oi —0ix1 — EIl 07 — i1
where || sin ® (ﬁi O =1l ﬁz l,j,-T —U; Ul-T || is the angle measure between subspaces spanned

by U; and U; [15, §2.5]. Notice that
WO bI—1TL bl = T O bI—1T: U b)| < 1(0: 0 — T;T5)b]|
< b1l sin ©(T;, Uy,

where ||| 0in|| = l/jin|| | is the corresponding version of the left-hand term of (3.12). Using
the same approach as that for analyzing (3.12), we can obtain the result for the multiple
singular values case. o

Using model (3.9), the minimum of o; — 041 for 1 <i < k is achieved at i = k*. Thus
for1 <i < k*, we have

0 —0j4+1 = Ui+1(

oi 1) - {O‘k*+1(p — 1) severely ill-posed;
Oit1 | ok 41 [(kj{fl )* — 1] moderately/mildly ill-posed.

By (3.7) and (3.8), we have oy =, (m—1/2¢) ﬁ ||A]l. Using these two inequalities, one can
check that if (3.6) and (3.11) hold, then the assumption that o; —oj+1 > || E| for 1 <i < k*
can be satisfied.

Note that the semi-convergence point kg of LSQR for (3.3) is usually not big and thus
IE||l= O(c(n, ko) ||Allw) with c¢(n, ko) a moderate quantity. By Lemma 3.2 and Lemma 3.3,
if u satisfies (3.6) and (3.11), then relations (3.4) and (3.5) holds and the effective resolution
limit of (3.3) has the same accuracy as that of (1.1). Therefore by Theorem 3.1 xi, as well
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as xy, will have the same accuracy as x,,;, which implies that the best computed regularized
solution among x; can achive the same accuracy as x,,,. The result is summarized in the
following theorem.

Theorem 3.2 Suppose that the LBFRO in LSQR is implemented in finite precision with round-
off unitu and (2.9) is solved exactly. If u satisfies

248
u < o(m™'2e)8 (3.14)

where

1 (3.15)

_ | min{l, p — 1} severely ill-posed;
| min{1, (5F=)* — 1} moderately/mildly ill-posed,

then the best computed regularized solution among xj can achieve the same accuracy as the
best regularized LSQR solution to (1.1) obtained in exact arithmetic.

In Theorem 3.2, the parameters «, § and p are unknown in practical computations. In fact,
these parameters are ideal for simplifying singular value decaying and DPC models, and they
are closely related to properties of a given ill-posed problem. However, it is instructive from
them to get insight into a practical choice of u. For severely ill-posed problems, p — 1 is
usually a constant not very small, while for moderately/mildly ill-posed problems, if ¢ is very
small and « is not big that means the singular values of A decaying very slowly, then £* will
be big and thus (l(j{—fl)“ — 1 =~ a/k* will be very small. Therefore, for moderately/mildly
ill-posed problems, if ¢ is very small and « is not big, then (3.14) may give a too small upper
bound on u.

Theorem 3.2 implies that for noisy level ¢ not very small, we can exploit lower precision
for constructing Lanczos vectors in the LSQR for solving (1.1) without loss of any accuracy
of final regularized solutions. We will use numerical examples to show that single precision
is enough for the three types of linear ill-posed problem. We need to stress a special practical
case that k* = n for a too small ¢ and «, which may be encountered in some image deblurring
problems. In this case the noise amplification is tolerable even without regularization, which
makes x,,; a good approximation to x.,, and the LSQR solves (1.1) in their standard manners
as if they solved an ordinary other than ill-posed problem. Thus our result can not be applied
to this case.

4 Updating x;, Using Lower Precision

In this section, we discuss how to use lower precision for updating x; step by step. Suppose
that the k-step LBFRO is implemented using the computing precision chosen as in Theorem
3.2. We first review the procedure for updating x; from xo = 0 proposed in [37]. First, the
QR factorization

P1 6 ; o1
02 03 : b2
R kD) _ (Re fi ) _ AR
Ok (Bk lglel ) - < (ﬁk-&-l) - Pk—1 9k1¢k—1 b
77777777 Pk Prc
'
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is performed using a series of Givens rotations, where at the i-th step the Givens rotation is
chosen to zero out S 41:

ci Si pi O @i\ (pi b1 @i
si —=¢i ) \Bi+1 2it1 0 )\ 0 piy1 dit1)’
and the orthogonal matrix Qy is the product of these Givens rotation matrices. Since

~ 2 -
11y = prel U = [ e (B el ™) (2)) [ = 1R = AP i, @)

the solution to min},eRk [|Bxy — ,Blegk) Ilis yx = Rk_lfk. Factorize Ry as

Pl 1 62/p1
—~ P2 . 1 63/
Ry = Dy Ry, Dy = . , R = ) )
B O/ pr—1
Pk 1
then we get
Xi= Qe = QR fi = (QkR;HY(DL fi). 43)

Let W, = Qkﬁlzl = (wy, ..., w). By using back substitution for solving Wkﬁk = QO we
obtain the updating procedure for x; and w;:

Xi = xi—1 +(@i/p)wi, Wit1 = qi+1 — Oiy1/pi)wi, 4.4)

which is described in Algorithm 2.

Algorithm 2 Updating procedure

I: Letxg =0, wy =q1, ¢1 = B1, p1 =]
2:fori=1,2,...,k, do

3 pi= + B

4 ¢ = pi/pi, si = Bi+1/pi

500 Oi1 =8iQ41, Pigl = —Ciig]

6: @i =cidi, Pit1 =i

T xp =xi—1+ @i/ pi)wi

8 wit1 =qi+1 — Oi+1/pi)w;

9: end for

From the above description, the procedure of updating x is constituted of two parts: the
Givens QR factorization and the computation of x; and w; 1. First, we investigate the choice
of proper computing precision for the Givens QR factorization. Denote the roundoff unit
used in this process by @ and assume the computations of other parts are exact. In finite
precision arithmetic, after the above process, we have computed the k-th iterative solution
Xr = Qyr with ﬁkik = fk, where (Rk d;fk ) is the computed R-factor of (Bk ﬁleﬁk“)).

k+1
Using the backward error analysis result about the Givens QR factorization as (4.1), there

exist an orthogonal matrix Qy € R*&+Dxk+D gych that

Oi [ (B pref ") + (af of )] = <R" e ) 4.5)

Dr+1
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where Ry € RF*k is upper triangular and
[a2] /180l < v+ 0@, 150171 < 10y + Ow?)

with a moderate value c; (k) depending on k; see [24, Theorem 19.10]. The above relation
means that Oy is the Q-factor of a perturbed ( By Bi eik'H))’ and Ry is the R-factor of a
perturbed By. Using the perturbation analysis result about QR factorizations, we have

IR — Re .
— 0 < alk(Rya+ O@), (4.6)
I Recll
10k — Qrll < e3(k)k (R + O@), 4.7)
where «(Rr) = || Rkl ||R,:1 || is the condition number of Ry, and ¢ (k) and c3(k) are two

moderate values depending on k; see [24, §19.9]. Note that the F-norm result appeared in
[24, §19.9] also applies to the above 2-norm result besides a difference of multiplicative
factor depending on k. Thus, we have

1 = fill < | Ou (Bref*? + 8 ) — Oupre( |

< Bl Ok — Okl + 110x8L |
< Bi[es(bk (Re) + c1 ()] it + Oi?). (4.8)

Note that Ry yk = fx. Using the perturbation analysis result about this linear system [15,
§2.6.4],if | R, (Rk — Rp)|l < 1, we get

I5e =il _ k(R (nﬁk—Rkn . ||fk—fk||>

el ™ 1~ (R Bkl IR I el
«(Re) ‘ Bres(k (R) + c1 (k) )
S S TRER (cz(k>K<Rk) e ) +Oa).

Notice that x; = Qryr and Xy = Qk Y, where Qy is computed by LBFRO in finite precision
with roundoff unit w. We get || Xx — x¢ll < | QkllIFx — yill < [I3% — yll (1 + O(u)), where
we have used ||Qx — Okll = O(u) and || Qx| = 1 by (2.13). Using Theorem 3.1 and

Iyl = 1 Qkyill = lI%k |, we obtain

= xell _ 1k =l Il _ =l 04 O@) (o
el AT X
K (R) Bicz(k)x (Ri) + ci(k) \
= 1— (R (CZ(")K(R") BT )"

+ O(ui + 0?). (4.9)

The upper bound (4.9) grows up at the speed of k (Ry)*0 = « (By)?a. By Theorem 2.1, By is
the projection of A+ E onspan{ Py { } and span{ O}, and it gradually becomes ill-conditioned
since A + E is a slight perturbation of the ill-conditioned matrix A. This implies that a lower
computing precision used by the Givens QR factorization will lead to a loss of accuracy of
the computed solution. Therefore, in practical computation, we need to use double precision
to perform it. Fortunately, the Givens QR factorization (Line 3—6 in Algorithm 2) can always
be performed very quickly since only operations of scalars are involved. In contrast, the
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updating of x; and w; 4 involves vector operations, thereby it is better to be performed using
lower precision. The proper choice of the computing precision for it will be analyzed in the
following part.

In practical computation of the iterative regularization algorithm, the k-step LBFRO need
not to be implemented in advance, while it should be done in tandem with the updating
procedure. An early stopping criterion such as DP or L-curve criterion is used to estimate the
semi-convergence point. The whole process can be summarized in Algorithm 3 as a mixed
precision variant of LSQR for linear ill-posed problems.

Algorithm 3 Mixed precision variant of LSQR for (1.1)

Input: A, b,x90 =0
l:fork=1,2,...,do

2:  Compute pg, g, 2k, Br by the LBFRO > roundoff unit is u
3:  Compute pg, Ok+1> Pk-+1> Pk» ¢_7k+ 1 by the updating procedure > double precision
4. Compute xi, wi by the updating procedure > roundoff unit is
5:  if Early stopping criterion is satisfied then > DP or L-curve criterion
6: The semi-convergence point is estimated as k{

7: Terminate the iteration

8: endif

9: end for

Output: Final regularized solution )?kl > Computed solution corresponding to xg,

To analyze the choice of u, we use the following model [15, §2.7.3] for the floating point
arithmetic:

fllaopb) =(aopb)(1 +€), |e]<u, op=+,—,x*,/. (4.10)

Under this model, we have the following rounding error results for matrix and vector com-
putations [15, §2.7.8]:

lu +av) =u+av+w, |wl < (u|l+2av))a+ O(ﬁz), (4.11)
fl(AB) = AB + X, |X| <n|A||Bla+ O®@>). (4.12)

where u, v are vectors, « is a scalar, and A, B are two matrices of orders m x n and n x [,
respectively. In (4.11) and (4.12), the notation | - | is used to denote the absolute value of a
matrix or vector and “ <” means the relation “ <” holds componentwise. We remark that
(4.12) applies to both dot-product and outer-product based procedures for matrix multiplica-
tions; see [15, §1.1, §2.7] for these two types of computation of matrix multiplications and
the corresponding rounding error analysis results.

Denote by X and Wy the computed quantities where the roundoff unit of the computing
precision is u and the Givens QR factorization is performed with double precision. To avoid
cumbersome using of notations, in the following analysis, notations such as vg, fk, Xk, Wi
denote the computed quantities for the process that the LBFRO is implemented in finite
precision with roundoff unit u while the Givens QR factorization is implemented in double
precision and other computations are exact. Using the above model, the computation of w;
in finite precision arithmetic can be formed as:

W) = Vg + 487
Wy = vy — (B2/p1)W1 + 83

= v — Ok/pk—1)Wp—1 + 8}’

g
IS
|
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where
1571 < [lvr[li + O@?) = 1 + O@?)
and
1821 < (v Il + 201(6: / pi—) i1 DT + O@) = (1 + 218/ pi—D)Di—1 i + O@).
Let h; = w; — w;. Then we have
hit1 = vig1 — Gip1/p)Wi + 8 — Wig1 — @ig1/p)wi) = —@ip1/pi)hi + 8},
which leads to
Hy Ry = AY (4.13)
with Hy = (hy, ..., k) and AY = (87, ..., 8). Therefore, we have
IRl < vk max [|51'] < VA1 +2 max Or-r1/po)lwi + hi 18+ 0@
< VAL + 2| Rell(IWell + 1AL IR, D1+ OG@?),

where we have used |6;41/pi] < ||§k|| and ||h; ]| < | Hell < ||A}€”||||1’€\k_1 I. This inequality
leads to

(1 = 2vVkic (RO AL || < vk 4 2| Re | Wi )i 4+ O (@),

where K(ﬁk) = ||§k||||§,:1|| is the condition number of ﬁk. Notice that [|[W| <
IQKINIR I = IR, Il + O(u) where we have used [| Q¢ — Okl = O(u) and || Q|| = 1 by
(2.13). We obtain the upper bound on [|A}|:

IAYI < VAT +2(1 + VEk (RO + O@ + dw). (4.14)
Now we can analyze the accuracy of X.

Theorem 4.1 In Algorithm 3, denote by xy the computed solution where the Givens QR fac-
torization is performed in double precision and other computations of the updating procedure
are exact. Then at each iteration we have

X — xll

Tl < VE[1 + @2 + 2vVk + K (Rp)]u + O@2 + au). (4.15)
k

Proof Notice from (4.3) and (4.4) that the formation of Xy is the matrix multiplication between
Wi = (wq, ..., w) and D, ! fi by the outer-product based procedure. Using model (4.12)
we have

fi—xi = WD fi + AF = Wi D i, (4.16)
where & = Wi (D! fir) + AF with |AY| < k|Wi|| Dy ! il + O(@?). Therefore, we have

IAFI < NAFI < kI Wil £ 11DF! filld + O@@?)
= kWil p D! fielld + O@@?)
< BPWellllD; ! fillt + O@?),
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where || - ||  is the Frobenius norm of a matrix. By (4.13), we have Wk —Wi=Hy =AY ﬁk_] ,
and thus

IWill < IWell + I Hell < IWell + 1AL IR

Substituting it into the inequality about || A7 || and noticing ﬁk_ ! Dk_1 Je =Ry Y = e, we
obtain

IAF < E2AWell + 1AL IR IR (R D fo i+ O@?)
< 32 (RY)llyk 18 + O@2 + dw),
where we have used ||Wi || < IIEZI | + O(u). Using Wk — W, = Akwl’?\lzl again, we get
IWi D' fie = WDt ficll = (Wi = Wi) Dt fiell = 1AL (R D fidl < AR Iyl
By (4.16) and combining with (4.14), we obtain
I3 — xill < IATI + Wi D fie — Wi DL fill
< VK[ + 2 + 2Vk + DRl yella + O@2 + ).

Since |Qx — Okl = O(u) and Qy is orthonormal, we have ||Q]:l|| <1/(01 —O)) =
1+ O(u). Using the relations [|yell = [| Q¢ "xell < [lxell (1 + Ow)) and & — xell/ x|l =
£k = xill/1lykll - lyell/llxkll, we finally obtain (4.15). o

Note that ﬁk is obtained by scaling Ry using the diagonal of it, and the diagonal scaling
step can often dramatically reduces the condition number of Ry. In fact, we will show in the
numerical experiments section that « (Ry) is a moderate value even for an iteration k bigger
than the semi-convergence point. By Theorem 4.1, if u has been chosen such that the best
solution among x; can achieve the same accuracy as the best LSQR regularized solution to
(1.1) obtained in exact arithmetic, in order to make the practical updated Xy can also achieve
the same accuracy, u should be chosen such that the upper bound in (4.15) is much smaller
than [|xops — Xex || /11 Xex || Thanks to (2.5), for a not very small noise level, the single precision
roundoff unit u is enough. This ensures that we can use lower precision for updating x;, which
is more efficient than using double precision.

Now we discuss methods for estimating the optimal early stopping iteration, i.e., the
semi-convergence point. By 3.1 and (4.2) we have

Brrr = IBiyk — Brel VN = (A + E)xe — (b + ).

For the proper choice of u, the noise norm of (3.2) is |le — Ex.x + §pll =~ |le] since || —
Exqx + 8|l < |le]|. Since X, xx and i have the same accuracy for the proper u and u, we
only need to estimate the semi-convergence point of LSQR applied to (3.2). The discrepancy
principle corresponding to (3.2) can be written as

(A + E)xx — (b+3p)IIS Tllell
with 7 > 1 slightly, and we should stop iteration at the first k satisfying
i1 = 1By — pref V) < zllel), 4.17)

and use this k as the estimate of semi-convergence point, where ¢, can be efficiently
computed by using 2. Numerical experiments will show that this estimate is almost the same
as that obtained by the discrepancy principle for LSQR in double precision arithmetic. The
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discrepancy principle method usually suffers from under-estimating and thus the solution is
over-regularized.

Another approach is the L-curve criterion, which does not need |le|| in advance. The
motivation is that one can plot (log | Axy — b||, log ||x||) in the shape of an L-curve, and the
corner of the curve is a good estimate of the semi-convergence point. The L-curve for (3.2)
is

(log [[(A + E)xx — (b + 8p) |, log llx D) ,
which is just
(log drr1. log [1xcll) » (4.18)

where the norm of x4 should be computed at each iteration. A modification of (4.18) computes
the norm of X instead of xi, and this may make a little difference with the estimate by (4.18).
Numerical experiments will show that these two estimates are almost the same as that obtained
by the L-curve criterion for LSQR in double precision arithmetic.

Finally, we give a model for comparing computing efficiency between the double and
mixed precision implementations of LSQR. We also perform full reorthogonalization of the
Lanczos bidiagonalization for the double precision implementation, since without reorthog-
onalization the convergence behavior is irregular and the convergence rate is much slow.
We count the computations involving matrix/vector operations in the two main parts of the
algorithm:

e For the LBFRO process, at each step it takes O(mn) flops for matrix—vector products
and O(m + n) flops for scalar-vector multiplications; besides, the reorthogonalization at
the k-th step takes O((m + n)k?) flops. Therefore, at each k-th iteration, LBFRO takes
O(mn + (m + n)(k* + 1)) flops.

e For the updating procedure, the most time-consuming part is the computation of x; and
w;+1, and it takes O(n) flops.

From the above investigation, we find that the matrix—vector products in LBFRO are the
most dominant computations in the entire algorithm. In the ideal case, the performance of
32-bit operations is at least twice as fast as that of 64-bit operations on modern computing
architectures [1]. Therefore, the proposed mixed precision algorithm can save approximately
half the time compared to the original double precision algorithm.

In pracital computations, to give a convincing comparison between the two imple-
mentations, the mixed precision algorithm need to be performed on a specific computing
architecture supporting well for lower precision computations such as NVIDIA Tesla V100
GPU [36], and the codes should be optimized to take full advantage of the computing power.
This will de considered in our future work.

5 Numerical Experiments

In this section, we present some numerical experiments to justify the theoretical results
obtained. Two mixed precision variants of LSQR are implemented to be compared with
the double precision LSQR for several test linear ill-posed problems. We use “d” to denote
the algorithm implemented using double precision, and use “s+d” and “s+s” to denote the
algorithms that use single precision for LBFRO while use double and single precisions for
updating xg, respectively. Note that for “d” the Lanczos bidiagonalization is also implemented
using full reorthogonalization to avoid delay of convergence.
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Table 2 The description of test problems

Problem mXxn I1I-posedness Description

shaw 1000 x 1000 Severe 1-D image restoration model
deriv2 1000 x 1000 Moderate Computation of second derivative
gravity 2000 x 2000 Severe 1-D gravity surveying problem
heat 2000 x 2000 Moderate Inverse heat equation
PRblurspeckle 16384 x 16384 Mild 2-D image deblurring problem
PRblurdefocus 65536 x 65536 Mild 2-D image deblurring problem

For these different implementations, we compare accuracy of the regularized solutions by
using the relative reconstruction error

”xk - xex”
REk) = ———— 5.1
® =l 6D

to plot semi-convergence curves, where x; (for “s+s” it should be x;) denote the computed
solutions produced by the three implementations. We emphasis that computing efficiency
in terms of time-to-solution between “d”, “s+d” and “s+s” is not compared here, since the
purpose of this paper is to verify the feasibility of lower precision LSQR.

In this paper, we implement the MATLAB codes with MATLAB R2019b to perform
numerical experiments, where the roundoff units for double and single precision are 273 ~
1.11x 10710 and 2724 & 5.96 x 108, respectively. The codes are available at https://github.
com/Machealb/Lower_precision_solver. We choose some one dimensional (1-D) problems
from the regularization toolbox [21], and two dimensional (2-D) image deblurring problems
from [13]. The description of all test examples is listed in Table 2.

5.1 One Dimensional Case

For one dimensional problems shaw, deriv2, gravity and heat, we use the codes from [21]
to generate A, X,y and b,y = Ax,,, and then add a white Gaussian noise ¢ with a prescribed
noise level &€ = |le||/||bex || to by and form the noisy b = b,y + e.

First, we compare the relative errors RE(k) for the three different implementations of
LSQR when ¢ = 1073, From Fig. 1 we can find the convergence behaviors of the three
implementations “d”, “s+d” and “s+s” are of highly consistence. The semi-convergence
points ko are the same and the relative error curves coincide until many steps after semi-
convergence, and thus the optimal regularized solutions computed by “d”, “s+d” and “s+s”
have the same accuracy. In order to give a more clear comparison about accuracy of solutions,
we also plot the relative error curves of xi/X; computed by “s+d”/*s+s” with respect to that
by “d”. Figure2 shows that these two relative errors are much smaller than RE(k) of “d”
until semi-convergence occurs and this is also true for many iterations afterwards. These
results confirm that both the LBFRO and updating procedure can be implemented using
single precision without sacrificing any accuracy of final regularized solutions for ¢ = 1073,

To further compare the accuracy of solutions computed by “s+d” and “s+s”, we plot in
Fig. 3 the relative error curves of these two solutions and their upper bounds in (4.15). Here
we set the upper bounds as « (Rt with @ the roundoff unit of single precision. From Fig. 3
we can find that K(I’Q\k) for the four test problems grow very slightly, which lead to the upper

@ Springer


https://github.com/Machealb/Lower_precision_solver
https://github.com/Machealb/Lower_precision_solver

55  Page 20 of 30 Journal of Scientific Computing (2024) 98:55

=
o 03
'3
025
02
0.15 . . By ot . E|
0 5 10 15 20 25
Iteration Iteration
(a) shaw (b) deriv2
10° T T 100~
——d N —=—d
—A&—g+d —A&—g+d
i —e—s+s
= =
10 w10t
[\4 ['4
102 102
0 5 10 15 0 5 10 15 20 25 30
Iteration Iteration
(c) gravity (d) heat

Fig. 1 Semi-convergence curves for LSQR implemented using different computing precisions, ¢ = 1073

bounds much smaller than RE(k). Therefore, the regularized solutions computed by “s+d”
and “s+s” have the same accuracy, which has already been clearly observed from Fig. 1.

Table 3 shows the relative errors of the regularized solutions at the semi-convergence
point ko and the estimates of kg by L-curve criterion and discrepancy principle, where the
corresponding iteration number is in brackets. We find that the three optimal iterations and
corresponding RE(k) for “d”, “s+d” and “s+s” are the same, which has also been observed
from Fig. 1. This is also true for the L-curve criterion, and the method gets an over-estimate
of k¢ for heat. For the discrepancy principle, by (4.17) we know that the estimates of kg for
“s+d” and “s+s” are always the same since they compute the same ¢y |, and we find these
estimates are the same at that for “d”. The discrepancy principle gets under-estimates of kg
for the four test problems and thus the solutions are over-regularized.

From the above experimental results, we can make sure that the two mixed precision
variants “s+d” and “s+s” can compute regularized solutions with the same accuracy as the
double precision LSQR when ¢ = 1073, We have also made numerical experiments for ¢ =
10~%, 1073 and get similar results. Here we only show the semi-convergence curves for & =
107 in Fig. 4. For this noise level, single precision computing of the LBFRO and updating
X is also enough for LSQR for solving the four test problems. Note from subfigure (a) that
the relative errors for “s+d” and “s+s” quickly become bigger than that for “d” after semi-
convergence. This reminds us that for shaw, if & is smaller than 107>, simply implementing
the LBFRO with single precision will lead to a loss of accuracy of regularized solutions. For
extremely small noise level ¢ = 10~7, we plot the semi-convergence curves for gravity and
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Fig. 2 Relative errors of the regularized solutions computed by “s+d”/“s+s” with respect to that by “d”,
e=1073

Table 3 Comparison of relative errors RE(k) and estimates of the optimal iteration ko by L-curve criterion
and DP (7 = 1.001), e = 1073

Work precision Shaw Deriv2 Gravity Heat
Optimal

d 0.0396 (8) 0.1471 (15) 0.0105 (10) 0.0206 (22)
s+d 0.0396 (8) 0.1471 (15) 0.0105 (10) 0.0206 (22)
S+ 0.0396 (8) 0.1471 (15) 0.0105 (10) 0.0206 (22)
L-curve

d 0.0396 (8) 0.1529 (17) 0.0105 (10) 0.0392 (27)
s+d 0.0396 (8) 0.1529 (17) 0.0105 (10) 0.0392 (27)
s+s 0.0396 (8) 0.1529 (17) 0.0105 (10) 0.0392 (27)
Discrepancy principle

d 0.0473 (7) 0.1557 (13) 0.0166 (8) 0.0280 (19)
s+d/s 0.0473 (7) 0.1557 (13) 0.0166 (8) 0.0280 (19)
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Fig.3 Relative errors between regularized solutions computed by “s+d” and “s+s”, ¢ = 1073

heat in Fig.5. We can clearly find that neither “s+d” nor “s+s” can compute a regularized
solution with accuracy as good as the best one achieved by “d”. In real applications, the noise
levels are seldom so small, and it is almost always possible to implement LSQR using lower
precisions to compute a regularized solution without sacrificing accuracy.

5.2 Two Dimensional Case

We generate two image deblurring problems using codes from [13] for testing two dimen-
sional linear ill-posed problems, with the goal to restore an image from a blurred and noisy
one b = Ax,., + e, where x,, denotes the true image and A denotes the blurring operator.
For the background of image deblurring, we refer the readers to [23]. For PRblurspeckle,
which simulates spatially invariant blurring caused by atmospheric turbulence, we use the
true image “Hubble Space Telescope” with image size of N = 128 (i.e., the true and blurred
images have 128 x 128 pixels), and the blur level is set to be medium. For PRblurdefocus,
which simulates a spatially invariant, out-of-focus blur, we use the true image “Cameraman”
with image size of N = 256, and the blur level is set to be severe. Zero boundary condition
is used for both the two blurs to construct A. The two true images are shown in Fig. 6.

For PRblurspeckle with image “Hubble Space Telescope”, the noise levels are set as
e = 1072 and ¢ = 1073, Figure 7 depicts the semi-convergence curves for “d”, “s+d” and
“s+s” as well as relative error curves of x; computed by “s+d” and “s+s” with respect to

@ Springer



Journal of Scientific Computing (2024) 98:55 Page230f30 55

=
w
[\4
10 F
107 js
1072 L L L L L
0 5 10 15 0 10 20 30 40 50 60
Iteration Iteration
(a) shaw (b) deriv2
10°
107
=
i}
4
102
107 00
0 2 4 6 8 10 12 14 16 18 20 0 10 20 30 40 50 60
Iteration Iteration
(c) gravity (d) heat

Fig.4 Semi-convergence curves for LSQR implemented using different computing precisions, ¢ = 1075
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Fig.5 Semi-convergence curves for LSQR implemented using different computing precisions, ¢ = 1077

that by “d”. For both the two noise levels, we find that the curves of RE(k) coincide until
many steps after semi-convergence and the three semi-convergence points are the same. The
relative errors of x;/X; computed by “s+d”/“s+s” with respect to that by “d” are shown in
subfigures (c) and (d), and they are much smaller than RE(k) of “d” until many steps after
semi-convergence. The numerical results confirm that for PRblurspeckle, the LSQR can be
implemented using lower precisions without sacrificing accuracy of regularized solutions for
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Fig.6 True images for testing PRblurspeckle and PRblurdefocus
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Fig. 7 Semi-convergence curves for LSQR implemented using different computing precisions, and relative
errors of regularized solutions computed by “s+d”/“s+s” with respect to that by “d”, PRblurspeckle

e = 1072 or ¢ = 1073. Figure 8 shows the blurred images and corresponding restored ones
for the two noise levels, where the restored images are obtained from the best regularized
solution at the semi-convergence point (kg and RE (ko) are the same for “d”, “s+d” and
“s+s”, and we choose Xy, computed by “s+s”). The result shows a good deblurring effect
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Fig.8 Images “Hubble Space Telescope” blurred by PRblurspeckle and restored by the mixed precision LSQR
“s+s” at the optimal iteration: a, b & = 10_2; c,de = 103

of LSQR implemented using single precision. For noise levels smaller than 10~*, we find
that the semi-convergence behavior does not appear, which means that noise amplification
is tolerable even without regularization, and thus we need not test for smaller noise cases.

For PRblurdefocus with image “Cameraman”, the noise levels are set as & = 1073 and
¢ = 107*. For noise levels smaller than 107, the semi-convergence behavior will not
appear and we need not test for those cases. Figures9 and 10 show the relative error curves
and blurred and restored images. Subfigures (b) and (d) of Fig.9 depict the relative errors
between regularized solutions computed by “s+d’” and “s+s” with upper bounds K(R\k)l_l. We
can find that « (Ry) for the two noise levels grow very slightly, which lead to the upper bounds
much smaller than RE (k). Therefore, the regularized solutions computed by “s+d” and “s+s”
have the same accuracy, which can clearly observed from subfigures (a) and (c). The other
experimental results are similar to those of PRblurdefocus and we do not illustrate them in
detail any longer.

Table 4 shows the relative errors of the regularized solutions at the semi-convergence point
ko and the estimates by L-curve criterion and discrepancy principle. For PRblurspeckle,
the three optimal iterations kg and corresponding RE (ko) for “d”, “s+d” and “s+s” are the
same, while for PRblurdefocus the ko for “d” and “s+d/s” are differed only by one and
the corresponding RE (ko) are the same. For the discrepancy principle, the estimates of ko
are the same for “d” and “s+d/s”, and the corresponding RE(k) is only slightly different
for PRblurdefocus with ¢ = 103, For the L-curve criterion, the estimates of ko and the
corresponding RE(kg) for “d”, “s+d” and “s+s” are not the same for some cases, but the
differences are very slight.
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Fig. 9 Semi-convergence curves for LSQR implemented using different computing precisions, and relative
errors between regularized solutions computed by “s+d” and “s+s”, PRblurdefocus

From the above experimental results, we can make sure that single precision computing
of LBFRO and updating x is enough for LSQR for solving the 2-D image deblurring ill-
posed problems if the noise level is not extremely small. For those large scale problems,
the mixed precision variant of LSQR has a great potential of defeating the double precision
implementation in computation efficiency. We will consider implementing and optimizing
mixed precision codes of LSQR for large scale problems on a high performance computing
architecture in the future work.

6 Conclusion

For the most commonly used iterative regularization algorithm LSQR for solving linear dis-
crete ill-posed problems, we have investigated how to get a mixed precision implementation
by analyzing the choice of proper computing precision for the two main parts of the algo-
rithm, including the construction of Krylov subspace and updating procedure of iterative
solutions. Based on the commonly used regularization model for linear inverse problems, we
have shown that, for not extremely small noise levels, single precision is enough for comput-
ing Lanczos vectors with full reorthogonalization without loss of any accuracy of the final
regularized solution. For the updating procedure, we have shown that the update of x; and
wy, which is the most time consuming part, can be performed using single precision without
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Fig. 10 Images “Cameraman” blurred by PRblurdefocus and restored by the mixed precision LSQR “s+s” at
the optimal iteration: a, b & = 10_3; c,de = 10~4

Table 4 Comparison of relative errors RE(k) and estimates of the optimal iterations kg by L-curve criterion

and DP (r = 1.001)

Work precision PRblurspeckle PRblurdefocus

£=10"2 =103 =103 g=10"%
Optimal
d 0.1850 (34) 0.1102 (135) 0.1058 (80) 0.0542 (190)
s+d 0.1850 (34) 0.1102 (135) 0.1058 (81) 0.0542 (191)
s+s 0.1850 (34) 0.1102 (135) 0.1058 (81) 0.0542 (191)
L-curve
d 0.1992 (47) 0.1105 (149) 0.1293 (96) 0.0764 (100)
s+d 0.1992 (47) 0.1105 (149) 0.1157 (91) 0.0771 (100)
S+s 0.1992 (47) 0.1103 (145) 0.1157 (91) 0.0771 (100)
Discrepancy principle
d 0.1937 (24) 0.1200 (78) 0.1081 (74) 0.0599 (137)
s+d/s 0.1937 (24) 0.1200 (78) 0.1099 (74) 0.0599 (137)
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sacrificing any accuracy as long as k (Ry) is not very big that is almost always satisfied.
Several numerical experiments are made to test two mixed precision variants of LSQR and
confirm the theoretical results.

Our results indicate that several highly time consuming parts of the algorithm can be
implemented using lower precisions, and provide a theoretical guideline for implementing
a robust and efficient mixed precision variant of LSQR for solving discrete linear ill-posed
problems. Future work includes developing practical C codes on high performance computing
architectures for specific real applications.
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