ALKPU: an active learning method for the DeePMD model with Kalman filter
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Abstract

Neural network force field models such as DeePMD have enabled highly efficient large-scale molecular dynamics
simulations with ab initio accuracy. However, building such models heavily depends on the training data obtained
by costly electronic structure calculations, thereby it is crucial to carefully select and label the most representative
configurations during model training to improve both extrapolation capability and training efficiency. To address
this challenge, based on the Kalman filter theory we propose the Kalman Prediction Uncertainty (KPU) to quantify
uncertainty of the model’s prediction. With KPU we design the Active Learning by KPU (ALKPU) method, which can
efficiently select representative configurations that should be labelled during model training. We prove that ALKPU
locally leads to the fastest reduction of model’s uncertainty, which reveals its rationality as a general active learning
method. We test the ALKPU method using various physical system simulations and demonstrate that it can efficiently
coverage the system’s configuration space. Our work demonstrates the benefits of ALKPU as a novel active learning
method, enhancing training efficiency and reducing computational resource demands.

Keywords: molecular dynamics, neural network force field, active learning, Kalman filter, uncertainty quantification,
Kalman prediction uncertainty

1. Introduction

The ab initio molecular dynamics (AIMD) is a powerful computational tool that allows the simulation of dynamical
processes involving atoms and molecules to gain a detailed understanding of physical and chemical properties of
complex systems with quantum mechanics precision, such as chemical bonding and formation of reaction intermediates
for metal alloys, ceramics and polymers [47}162, 39,53, 2]]. However, AIMD is computationally expensive due to the
need for electronic structure calculations to obtain the energy and forces of the system at each step, which limits the
scale of the simulated system and time duration [[14} 46} [37]]. Recently, the deep learning methods provide tools to
combine traditional AIMD with a neural network (NN) to develop neural network force field (NNFF) [12,[11}16,[10], in
which an NN model is designed that maps configurations of the simulated system to their respective potential energies
and forces. The well-trained NNFF model can be used to rapidly generate energies and forces to drive molecular
dynamics (MD), improving the speed and scale of simulations while maintaining ab initio accuracy. This approach
has been effectively used for simulating complex condensed-phase systems as well as molecular transport studies
[44. 166, 22].

The performance of an NNFF depends heavily on the quality of training data generated by electronic structure
calculation softwares such as VASP and PWmat [34, 37, [36]], and efficient sampling strategies play a crucial role in
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ensuring that the model is accurate and reliable across the entire range of configurations of interest [[67]. Thus, it is
imperative to find such a method that selects informative and representative configurations to build a relative small
training dataset with which we can train a model with the desired performance [[61} 71]. Active learning is a technique
that concurrently selects the most informative data samples for labeling during training, which can significantly reduce
the labeling effort and save much training time required to reach a given level of performance.

Many NNFF models and packages have been developed, such as HDNNP [7,16, 9], BIM-NN [65], Schnet [56], Enn-
s2s [27], DeepMD-kit [64], SIMPLE-NN [42], DimeNet++ [26] [25], PaiNN [55]], SpookyNet [63]], CabanaMD-NNP
[20]], NewtonNet [29] and NequlP [S]. The Deep Potential Molecular Dynamics (DeePMD) is one of the state-of-the-art
model among them [69, 164, [7/0| 38]]. It contains an embedding network to learning symmetric invariant features [6} 4]
from input configurations and a fitting network to map the feature to potential energies and forces [70]. The model is
trained using the Adam optimizer [41] and an active learning method called DP-GEN is designed to select the most
relevant portions of the high-dimensional configuration space [72]. DP-GEN has two main parts: exploration and
selection. Exploration involves using the temporary trained model to run several steps MD, while selection selects
representative configurations from this MD trajectory that should be labeled to enlarge the training dataset. DP-GEN
trains four models with different initial NN parameters, then uses the predictions of the trained model to calculate an
empirical variance, and selects data points with high variances. Although it has been applied to many physical system
simulations, DP-GEN has two main problems. Firstly, it incurs substantial computational expense due to the training
of four models. Secondly, there is a consistency-error problem when using multiple models to calculate variance,
which means that all four trained models may make consistently incorrect predictions for a given configuration [68]],
potentially leading to unnecessary redundant or missed acquisitions of configurations that the model has not covered.

In this paper, based on the RLEKF optimizer [33]] that exploits the extended Kalman filter (EKF) [40, 50,31} 130L[15]
to train DeePMD, we develop a new active learning method. By taking advantages of the Kalman filter’s capabilities of
estimating the probability distribution of NN parameters, we propose a metric to quantify uncertainty of the model’s
prediction called the Kalman Prediction Uncertainty (KPU), which is an approximate variance of the model’s prediction.
In the framework of the RLEKF optimizer, we propose an efficient algorithm to calculate KPU, then with KPU we
design the Active Learning by KPU (ALKPU) method for DeePMD. After the exploration step, ALKPU computes the
KPU for each configuration in the new MD trajectory, and configurations with higher KPUs are selected for labeling
and then added to the training dataset concurrently during model training. Comparing with DP-GEN’s four-model
method, ALKPU is more appropriate to quantify uncertainty of the model’s prediction and trains only one model, thus
can save large computational resource overheads while lead to a better selection of representative data points. The main
contributions of this work are summarized in the following.

1.1. Contributions

e Based on the EKF for training NN, we propose the KPU to quantify uncertainty of the NN’s predictions. In the
framework of the RLEKF optimizer for training DeePMD, we design an efficient algorithm to calculate the KPU
of forces predicted by the temporary trained model.

e We propose the ALKPU active learning method for DeePMD and develop a sampling platform that can
concurrently exploring, selecting and labeling representative configurations during training. Several typical
physical system are used to test the ALKPU method and show its advantages as a new active learning method.

e We establish some theoretical results about ALKPU with mathematical proofs by using the Fisher information
matrix and Shannon entropy. The results show that ALKPU is essentially a locally fastest reduction procedure of
NN model’s uncertainty, which reveals the rationality of ALKPU as a general active learning method.

1.2. Related work

Active learning for neural networks. Active learning is a widely studied topic, with early work found in [57]]. The
center of active learning is the query strategy that decides which data points are informative and representative that
should be selected and labelled [3]. DP-GEN belongs to the “query by committee” family where a variety of models are
trained on the current labeled data and then votes on the output for unlabeled data and labels those points for which the
“committee” disagrees the most [S9]. ALKPU belongs to the “uncertainty sampling” family that labels those points for
which the current model is the least certain about regarding the correct output [21]]. Other query strategies include the
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variance reduction that labels points that would minimize output variance [45} 16} [17], the expected error reduction that
label points that would mostly reduce the model’s generalization error [54] and the expected model change that labels
points that would mostly change the current model [58]]. Statistical learning methods such as the Gaussian regression
process and Bayesian neural network can give better uncertainty measures [52, [19]], but it is hard to directly applied
them to deep neural networks. Recent research [23} 43| 24]] has demonstrated connections between the dropout based
active learning and approximate Bayesian inference, making it possible to apply Bayesian active learning methods to
deep learning.

Active learning in MD simulations. Active learning is particularly useful for data-extensive scenarios such as chemical-
space exploration in MD simulations. One effective algorithm proposed in [13] to actively learn energies and forces for
MD of bulk aluminium and aluminium surfaces employs Euclidean distance between configurations as a selection
criterion. The “query by committee” was applied first for NNFFs in [8] where a committee of NN models with
different architectures but comparable average performances is selected. In contrast to NNs, in [60] the prediction
variance of Gaussian regression process was used to learn complex chemical reaction mechanisms. This approach was
further extended to enable the generation of multiple labels simultaneously, providing a significant acceleration of
matter simulations [49]. For the linearly parametrized interatomic potential [48]], an active learning approach using the
D-optimality criterion for selecting configurations was designed. Additionally, active learning approaches have been
applied to accelerate chemical-space exploration based on the Thompson sampling [32] and to speed up exploration of
potential energy surfaces by synthesizing representations of unseen configurations [28]].

2. The DeePMD model and RLEKF optimizer

The state-of-the-art NNFF used in this work is the DeePMD model [69] [70]]. The two main parts of DeePMD are the
embedding net and fitting net. For each atom i in a given configuration, the physical symmetries such as translational,
rotational, and permutational invariance are integrated into the descriptor D; through a fully connected network named
embedding net. Then the descriptor passes through a fully connected network named fitting net to approximate local
atomic energy. The network structure can be described as follows.

(1). For each configuration of the given system consisting Cartesian coordinates r; = (x;,y;,2;) € R3 fori =
1,..., Ny, the input of DeePMD is the neighbor lists R; = {r;; = r; —r; : [r;;| < r.} for all i, where . is the cutoff
radius. Then R; is translated into the smooth version R; € R¥*4 with (7€,~)_,~ = s(jr;; DA, r;5/Ir;50) € R*, where N, is
the maximum length of all neighbor lists and j is the neighbor index of atom i. The smoothing function s(r) satisfies
s(r) = 1/r for x < r.s and s(r) = 0 for x > r,, and it decaying smoothly between the two thresholds.

(2). Define the mapping of the embedding network as G = &, o & o &y, where Ey(x) = tanh (x ® Wy + 1 ® wy)
with Wy € RM and §,(X) = X + tanh (XW, + 1 ® w)) with W; € R¥»*M: for | = 1,2. The notation “®” is the cross
product between vectors 1 € R and w; € RM', and tanh is element-wise. Then we define the local embedding matrix
G: € RN»M1 with its elements (G;) jc = G(s(r;j])). The descriptor of atom i is defined as D; := GIRRI G, € RM*Mz,
In practice, we take G;; = G; and take the first M, (< M) columns of G; to form G;.

(3). The mapping of the fitting network is defined as F(D;) = F3 o F, o 1 o Fo(D;) with D; reshaped into a
vector of form RMM™2 where Fy(x) = tanh (VVox + Wo) with Wy € R, Wy € RMM2 72 (x) = Wax + w3 with s € R,

W3 € R4 and F(x) = x + tanh (Wix + ;) with i, € RY, W, € R*? for [ = 1,2.

(4). The output E; = 7 (D) is the local energy corresponding to atom i. Finally the total energy of this system is
E = }; E; and the force for each atom is F; = —V,, E that can be computed by backward propagation.

The DeePMD-kit software [64] exploits the Adam optimizer [41] to train the NN parameters with the loss function
be a weighted sum of energy loss and force loss. In this work, the model is trained by the RLEKF optimizer proposed
in [33]], which is the abbreviation of the reorganized layer extended Kalman filter. The idea of exploiting EKF to train
NN is as follows. Let w denotes the vector including all the well-trained parameters. The NN model can be modelled as

Vi=Vi1 =W,
Y = h(vy, x) + 15,



where {(x;, y;)};en are training data pairs, A(:, ) is the nonlinear NN mapping, and 7, is the noise for the NN model. In

order to avoid overfitting of earlier data, a fading memory strategy is used, which leads to the following model:
v =4, Py, v ~ NG, Po),

! 2.1

Ve = h(a/;_lvn X))+, 1~ NQO,Ry),

where 0 < A; < 1 are called fading memory factors, vo = w and N (W, Py) is the initial distribution of w. Using the
relation v; = a,w with «; = /ll_l/ z.. /lzl/ 2, the #-th trained parameter w, is defined as W, = ozl‘lﬁ, with 9, computed by

EKF. The procedure is summarized in Algorithm [T}

Algorithm 1 EKF with fading memory (EKFfm) for training NN

Il’lpllt: WO, P(),/l],V
1: fort=1,2,...,T do

2 P=P_A!

3: H, =D,h(W,_1, x;) > Differential (Jacobian) with respect to w
4  A=HPH +aR, a ="

5: K, = P,HTA;!

6: P, = (I - K.H)P, > Covariance matrix of estimated ¥,
7 di =y — h(Wi_1, x;)

8: w, =w,_1 + K/d, > Trained parameter
9: A1 =A4v+1—v >0<v<l1
10: end for

Output: Wz, Pr, A7y

The EKFfm is further optimized by elaborately reorganizing the NN layers by splitting big and gathering adjacent
small ones to approximate a dense matrix by a sparse diagonal block matrix, and the energy and force are trained
alternatively where the prediction for force is transformed to a scalar, which makes A; a scalar to avoid matrix inversions.
After code optimizations, RLEKF converges faster with slightly better accuracy for both force and energy than Adam
[33]l. The detailed derivation of EKFfm and descriptions of RLEKF are described in[Appendix A]

3. Active learning by Kalman Prediction Uncertainty

Active learning minimizes labeling costs while maximizing modeling accuracy. While there are various methods in
active learning literature, we propose to label the data point whose model uncertainty is the highest. Thanks to the EKF
that estimates the distribution of trained NN parameter, we can estimate the variance around the model’s prediction and
use it as an uncertainty measure.

3.1. Kalman Prediction Uncertainty

After t iterations of training by EKFfm, we have estimated parameter w with expectation W, and covariance
P, = a/,‘zP, duetow, = a/,‘lﬁ,. If we treat the #-th trained w as Gaussian w ~ N (W,, P;) and approximate h(w, x) near
W, by the one-order Taylor expansion A(w, x) ~ h(W,, x) + D,h(W,, x)(w — W,), then h(w, x) approximately obeys the
distribution
N (h(Wy, x), Dyh(ie, X)PDy (W, x)7) = N(h(W,, x), @ *Dyyh(b,, x)PDyh(Wy, )7).
By neglecting the scalar factor o, 2 at each iteration, we define the Kalman Prediction Uncertainty (KPU) as follows to

quantity uncertainty of the model’s prediction for an input x.

Definition 3.1 (KPU). For an NN model trained by EKFfm, define the KPU of an input x with respect to the t-th trained
parameters as
KPU,(x) := Dy i(W;, x)P:D,, h(W,, x)" . 3.1



Algorithm 2 KPU calculation in RLEKF (KPU_cal)

Input: w,, P, = diag(Py,..., P;), input x > P; is block diagonal
1. H=Dyh(Ww,, x) > Backward propagation
2: Split H corresponding to P;: {Hy,...,Hy} = split(H)

3. forl=1,...,Ldo > L is the number of reorganized layers
4: KPU, = H;P,;HIT > KPU for each reorganized layer
5: end for

Output: KPU,(x) = Y1, KPU,

Algorithm 3 KPU for atomic force (KPUsorce)

Input: w,, P,, configuration R = {Ri}ﬁ\i’l
1 E=3;hg(W,R;) > Predicted total energy
: Fi=-V.,E > Predicted atomic force

2

3: {Fy,...,F,} =rand_select(N,, frac) > Randomly select n = | N, - frac] atoms
4: for j=1,...,ndo
5: fork=1,2,3do
6

7

8

KPUfp, = KPU_cal(W;, P;,R; Fjx) > KPU for force component F j
end for
: end for
Output: KPUjoe = ;:1 22:1 KPUF, [3n > Average of KPU for forces

When the prediction has dimension 1, the KPU becomes KPU,(x) = V,,h(W,, )T PV, h(W,, x) that is a nonnegative
number. Note that V,,hA(W,, x) = D,,h(W,, x)7. For the RLEKF optimizer, the computed P, has a block diagonal form
corresponding to the reorganized layer strategy, thus KPU can be calculated as Algorithm 2] Since RLEKF is a block
diagonal approximation to EKFfm, the computed KPU in RLEKF is an approximation to the real KPU defined in (3.1).

Although KPU for both total energy and atomic forces can be calculated, we find that using KPU for force is
generally better in the practical active learning procedure. This is because forces represent local information of atoms
which are more sensitive to the changes of configurations, while energy is a global quantity and does not seem to
provide sufficient information. Since a physical system involves many atoms, to reduce computational cost and make
KPU to be a scalar, a subset of atoms is randomly selected to calculate and sum the KPU for the three components of
these atomic forces. Denote by hg(-, -) the nonlinear mapping from R; to the atomic energy E;, the calculation of KPU
for force is described in Algorithm@ The output KPUj,, is a nonnegative number that can measure uncertainty for
the predicted forces.

3.2. ALKPU for DeePMD

During model training, the active learning by KPU (ALKPU) method concurrently selects the next data points with
higher KPUs. This gives the following procedure of ALKPU for DeePMD:

1. Exploration. With the initial training dataset, a temporary model is trained by RLEKF. Then several steps
of MD is run using the energy and forces generated by this NN model. This procedure is used to explore
the high-dimensional configuration space to obtain some configurations not too far away from the real AIMD
trajectory.

2. Selection. For the configurations obtained by the exploration procedure, we need to select the most representative
ones. The KPUgyc. Of each configuration is computed and then judged whether 0p < KPUgyrce < 07 With
00 = coKPUjaineq and o1 = ¢; KPUjgined, Where KPU aineq 1S the average KPU of some training data at the last
training step. The threshold o is used to select configurations with higher KPUs that needed to be labelled. If
the KPU is higher than o1, it means that this configuration deviates too far from the real AIMD trajectory and
thus it should be discarded.

3. Labelling. For those selected configurations, labelling can be done by using an electronic structure calculation
software to compute the corresponding total energy and atomic forces.

5



4. Training. The above labelled data are added to the previous training dataset. With the enlarged training dataset,
the model is trained again. This cycle can be repeated multiple times until a well-trained model with desired
performance is obtained.

The workflow of the whole procedure is shown in Figure [T}

! | MDleMDZ»---e MDy —»
i

' ' : Exploration
: i

Figure 1: Workflow of ALKPU for DeePMD

4. Theoretical analysis of ALKPU

The ALKPU method is essentially a locally fastest reduction procedure of model’s uncertainty. This can be revealed
with the help of the Fisher information matrix (FIM) and Shannon entropy. The proofs of all the results are in[Appendix|
Q Suppose the training data {(x;, y,)}.en satisfies the parametrized statistical model

ye =hw,x)+ni, 1~ NQO,Ry). 4.1)

The following result establishes a correspondence between P, and FIM. Note that v®2 := ' is the cross product for a
column vector v.

Theorem 4.1. For the EKFfm with training data {(x;, y;)};en, denote by p(y,\w) the probability density function and let
Jo = yoP, ! for any arbitrary vy > 0. Then at each step, the following relation holds:

Ji = Bidiy + (1= BBy, iy | Vo In pOile)® |, T, = P, (4.2)
where 1
Bi=—H5—, 4.3)
' /lt + @; 27[71

and vy, satisfies the recursion

Yi-1
V= ———, t21. 4.4
' A+ 2%—1
Proposition 4.1. For 0 < v < 1, the asymptotic behavior of v, and (3, satisfies
limy, =0, limg; =1. 4.5)
t—00

t—00

For model @1}, the FIM is symmetric semi-definite matrix defined as

TO0) 1= By, piyy| Voo I pOiw)® | = =By, i | Vi In piiw) ] (4.6)



where V2, denotes the Hessian with respect to w [[1]. Theorem implies that J; is a weighted sum of the FIMs with
respect to every estimated parameter w; during training steps i = 1,..., . The FIM can be used to measure the amount
of information that the training data carry about the unknown parameter w, since the inverse of FIM sets a lower bound
on the variance of the model’s parameter estimate, which is known as the Cramér-Rao inequality [51} [18]]. Relation
(@2) implies that a smaller J;! is equivalent to a smaller P,, meaning a lower variance of the ¢-th estimated w. Note
that for a multidimensional parameter w, one has to map the FIM to a scalar for comparison.

Suppose we have the #-th trained model, in order to further increase model’s extrapolation ability, the next selected
data should be less similar as which the #-th model can predict, thereby an active learner should select a new training
data that leads to a big reduction of the model’s uncertainty. Suppose we have a prior distribution of w and the data
(x,y) obeys the parametrized model

y=h(w,x)+n. “@.7

After receiving the data (x, y), the posterior distribution of w becomes P(w|y) = P(yjw)P(w)/P(y) by the Bayes’ formula.
The reduction of uncertainty of w can be measured by the change of Shannon entropy defined as follows.

Definition 4.1 (Change of entropy). For the data (x,y) obeys the model @), suppose the probability density functions
of w before and after receiving data (x,y) are p(w) and p(w|y). Define the change of entropy of w as

S = ]Ew~p(w|y) [In p(wly)] - IE:w~p(w)[lrl pw)l, (4.8)
which is the difference of Shannon entropy between p(w) and p(w|y).

Theorem 4.2. Suppose the data (x,y) obeys the model @) with n ~ N (0, k') and w ~ N(W,, P,) at the t-th EKFfm
iteration. If we use the approximation

1
EV,Zvlly — hw, 0|* = Vyh(w, x)V,yh(w, x)" (4.9)
by omitting & /dw;0w j and higher order derivative terms, then the change of entropy of w at the t-th iteration is

S, = % In (det (7 + ka;; "KPU,(x))) . (4.10)

A similar result is proposed in [43], where the approximation (.9) is also used if (x, y) falls into a flat region around
w. Note that S; = % In (1 + ch,‘zKPUf(x)) when the prediction y has dimension 1. Theorem indicates that ALKPU
selects the new training data that maximizes the reduction of entropy from the prior to the posterior, thus leads to a
locally fastest reduction of model’s uncertainty.

For a well-trained model that can represent the data, there is a relation between the KPU and expected loss that
corresponds to mean square error (MSE). For simplicity, the result presented below assumes that y has dimension 1.

Theorem 4.3. Suppose data (x,y) obeys the model @) with w ~ NW;, P,). Let $, = h(W,, x). If we use the
approximation h(w, x) = h(W,, x) + V,,h(W,, x)T (w — W,), then

Eylly = 9:*1 > a; *KPU,(x). (4.11)

The linear approximation of A(w, x) around W, is reasonable given that the model’s prediction is fairly good.
Theorem [4.3]implies that for the data well covered by the trained model, KPU can be used to predict the MSE loss.

5. Experimental results

In the experiments, the network configuration is [1, 25, 25, 25] for the embedding net and [400, 50, 50, 50, 1] for
the fitting net, and the setting of r., N,,, M|, M, and s(-) is consistent with DeePMD-kit [64]. For RLEKF, we set
A1 =0.98, v =0.9987 and Py = I, while the initialization Wy is consistent with DeePMD-kit and the reorganizing-layer
strategy is consistent with [33]]. For the KPU calculation procedure KPUs,,., we set frac = 0.5. The two threshold c(
and c¢; in ALKPU are set as ¢cp = 1.25 and ¢; = 2.0. The AIMD and electronic structure calculations based on density
functional theory (DFT) are implemented using the PWmat software 37, 36].
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The experimental environment is a high-performance cluster environment, including six computing nodes and one
proxy node; see Table|[I|for a detailed description. Each computing node has four high-performance graphics cards,
including four nodes partitioned as “A100”, each with four high-performance A100 graphics cards where the memory
of a single card is 40GB. Two other nodes are partitioned as “3090”, each with four GeForce RTX 3090 graphics cards,
where the memory of a single card is 24GB. In the experiments of ALKPU and DP-GEN, the main process runs on the
proxy node, responsible for task distribution, result handling, and driving the iterative active learning process. Model
training and DFT calculation were run on the computing nodes.

Table 1: Description of the high performance cluster environment

Computing Proxy node Partition “A100” Partition “3090”
environment Node 1,2, 3 Node 4 Node 5, 6
Intel(R) Xeon(R) | Intel(R) Xeon(R) | Intel(R) Xeon(R) | Intel(R) Xeon(R)
CPU Silver 4210 Platinum 8375C | Gold 6248R Gold 6326
CPU @ 2.20GHz | CPU @ 290GHz | CPU @ 3.00GHz | CPU @ 2.90GHz
Number of CPU 2 2 2 2
CPU cores 10 32 24 16
Logistical CPU 40 64 48 32
Graphics card no GRID A100 PCIe 40GB * 4 GeForce RTX 3090 24G * 4

(a) Cu

(c) Al (d) Ni

Figure 2: Crystal structure of the four test systems: (a). Cu-108, FCC; (b). Si-64, diamond; (c). Al-108, FCC; (d). Ni-108, FCC.

The crystal structure of the four systems used in the tests are shown in Figure 2] The Cu Si, Al, and Ni system
includes 108, 64, 108 and 108 atoms, respectively, and the initial training datasets are generated by running 500 AIMD
steps/2fs at 300K, 500K, 300K and 500K, respectively.

Now we show the test results for ALKPU and the comparison with DP-GEN on the Cu system. During the
exploration step, MD is run with a 2fs time interval using energies and forces predicted by the temporary trained model,
and 10% configurations are uniformly chosen from this MD trajectory. Note that the melting point of Cu is 1357.77K,
thus a large amount of extra configurations should be select as the temporary increases from 300K to 1400K. Table 2]
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Table 2: Comparison between ALKPU and DP-GEN for selecting configurations of Cu-108 system

Exploration by MD ALKPU DP-GEN
Round Temperature Step Maximum Reliable Selected Discarded Reliable Selected Discarded
1 500K 30000 100 1710 1289 1 2606 393 1
2 500K 30000 100 2422 577 1 2976 25 0
3 500K 30000 100 2997 2 1 2989 11 0
4 800K 30000 100 2547 452 1 1223 1777 0
5 800K 30000 100 2826 171 3 2779 220 1
6 800K 30000 100 2995 4 1 2885 115 0
7 1200K 30000 100 2686 313 1 1229 1760 11
8 1200K 30000 100 2892 105 3 2386 612 2
9 1200K 30000 100 2995 4 1 2826 173 1
10 1400K 30000 100 2998 2 0 2292 708 0
11 1400K 30000 100 2956 42 2 2770 228 2
12 1400K 30000 100 2990 9 1 2905 95 0

compares the performance of ALKPU and DP-GEN for selecting representative configurations. For the selection step,
the parameter Maximum is used to randomly select Maximum points from the selected ones if the number of selected
points exceeds Maximum. DP-GEN also has two thresholds (07, 07;) similar to (cp, ¢1) to judge excessively low or
high empirical variances, and here we set them to (0.02, 0.2) as the default setting (0.05, 0.15) can not work well. For
both ALKPU and DP-GEN, the number of selected configurations is consistent with the increase of temperature. For
example, at the 1-st, 4-th and 7-th round, a large amount of new configuration are selected and labelled, this is because
the temporary trained model’s prediction accuracy is poor since it does not cover the configuration space at higher
temperatures. After completing the 11-th round of active learning, the model gradually covers the configuration space
of interest, leading to a decrease in the number of selected configurations.

For the above two active learning procedures, Figure [3|displays the convergence behaviors of ALKPU and DP-GEN
on two validation sets as the number of active learning rounds increases. The two validation sets are generated by DFT
calculations of 1000 configurations in the AIMD trajectories at 1200K and 1400K, respectively, and the convergence is
measured by the average of 1000 root mean square errors (RMSE) for the 1000 configurations. As the active learning
proceeds, the error gradually deceases, this is because new configurations are added to enlarge the training dataset
and the configuration spaces at 1000K and 1400K are gradually covered by the trained model. For both ALKPU and
DP-GEN, the errors of energy and force eventually decrease at the level of ab initio accuracy. Note that for DP-GEN,
the energy error deceases to the ab initio accuracy at the first round, and the decreasing trend is not very obvious
afterwards. For a more detailed comparison, Figure ] displays the RMSE of energy and force predicted by the final
trained model for all the 1000 configurations of AIMD trajectories in the 1200K and 1400K validation sets. While both
methods eventually achieve ab initio accuracy, the ALKPU trained model predicts energy with slightly smaller RMSE
than DP-GEN. These comparisons demonstrate that ALKPU can effectively cover the configurations space of interest
during model training. Considering that ALKPU only trains one model while DP-GEN trains four models, ALKPU has
advantages in terms of reducing training time and computational resource overheads.

Table [3] summarizes the time cost statistics for one step DP-GEN and ALKPU active learning methods for the
Cu-108 system. For comparison, the training was run on a single GPU. In ALKPU, the model was trained by RLEKF
with a batchsize of 128, while in DP-GEN the model was trained by Adam and the batchsize is one by default of
DeePMD-kit. Compared to DP-GEN, ALKPU takes more time to calculate KPU, this is due to the computation of
back-propagation to get the gradient of each atomic force. One can randomly select much less atoms to calculating
KPUjyree to reduce the computational cost of back-propagation. Additionally, since KPU of different configurations can
be computed simultaneously, this task can be divided into multiple tasks, further reducing the time required for this
part. As ALKPU only needs to train one model while DP-GEN needs to train four models, the overall computational
resource overhead of ALKPU is still less than that of DP-GEN.

Figure [5]displays the convergence behavior of ALKPU on two validation sets of the Si-64 system, where the two
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Figure 3: Convergence of predicted energy and force on two validation sets as the active learning proceeds, Cu-108 system: (a). Energy error, 1200K
; (b). Force error, 1200K ; (c). Energy error, 1400K; (d). Force error, 1400K.

Table 3: Time consuming for one step active learning, Cu-108 system.

Computation Time consuming

DP-GEN training 0.66h (1 batchsize, 400 epochs)

ALKPU training 0.34h (128 batchsize, 100 epochs)

KPU computation 0.28h (3000 configurations, 7 concurrent threads)
MD 0.4h (30000 steps/2fs, 32 CPUs)

Labeling 9.2h (single A100 GPU with 4 jobs, k-point (1,1,1))
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validation sets are generated by DFT calculations of 1000 configurations in the AIMD trajectories at 800K and 1100K,
respectively, and the convergence is measured by the average of 1000 root mean square errors (RMSE) for the 1000
configurations. The convergence behavior for Al-108 and Ni-108 are similar, and thus we do not display them anymore.

8 Phqnon spectra of QU system 16 Phqnon spectra of $i system
: H H — DFT H : H — DFT
: H : ALKPU . . — ALKPU
7\ /\ — DP-GEN 14 ’ . :
6 7\ 12 | ; i
T v z H H T H H .
= Fo\ | E 10 i | -
> >
24 o 8
3 S
[0 [0
frallo} T 4
1 2
& X M R T o X M R T
() )
12 Phqnon spectra of AI system 10 Phqnon speptra of Ni system
' : : - H : H — DFT
RN
10 8 : =
¥ B
£ S E g
> >
e 6 <
o S 4
g 4 ]
i e
2 2
o X M R r o X M R r

(c) (Y]

Figure 6: Comparison of phonon spectra calculated by DFT and DeePMD with ALKPU: (a). Cu-108, FCC; (b). Si-64, diamond; (c). Al-108, FCC;
(d). Ni-108, FCC.

In order to test the final trained model, we compare the photon spectra calculated by DFT and DeePMD with
ALKPU for Cu, Si, Al and Ni systems. These test systems are chosen from the material project dataset [35]]. Figure|[§
shows that the trained model reproduces well the DFT results for photon spectra of the four systems (the results of Al
are slightly different). We also compare the DP-GEN and ALKPU trained models for calculating Cu’s photon spectra
in Figure[6](a), and the two results are very similar.

Overall, the test results indicate that ALKPU can effectively select representative data points to cover the configura-
tion space during training. It has great potential for improving training efficiency to build a final usable model and can
significantly accelerate MD simulations while maintaining ab initio accuracy. In our future work, the ALKPU method
will be tested on more complex systems with much larger scales to further explore its capabilities.

6. Conclusion and outlook

To enhance the extrapolation capability and improve training efficiency for DeePMD, we have proposed ALKPU, an
active learning method that can concurrently select representative configurations for labelling during model training. his
approach uses the efficient RLEKF optimizer based on a Kalman filter and introduces Kalman Prediction Uncertainty
(KPU) to quantify model prediction uncertainty. We developed an efficient algorithm to calculate KPU for atomic forces
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and an ALKPU sampling platform that concurrently explores, selects, and labels representative configurations during
training. We have shown that ALKPU is essentially a locally fastest reduction procedure of model’s uncertainty. We test
the ALKPU method with various physical system simulations and compare it with DeePMD’s original DP-GEN active
learning method. Our results show that ALKPU improves training efficiency and reduces computational overhead,
offering significant advantages as a new active learning approach.

Although ALKPU is designed for DeePMD, KPU is a general metric for quantifying uncertainty in NN predictions.
When combined with an efficient Kalman filter-based optimizer, ALKPU can be applied to other "Al for Science"
problems where model training is time-consuming and acquiring training data is computationally expensive.

Appendix A. The extended Kalman filter and RLEKF optimizer

We first review the basic algorithm of the extended Kalman filter (EKF) and then derive the EKFfm algorithm. For
notational simplicity, some notations in (A.I)-(A.T0) may conflict with the notations in the main text, but the readers
can easily find the differences between them.

EKF. Write a discrete stochastic dynamical system with observations as

{sr = f(si1,) + &, 50 ~ N(s0, Po), A

ve=h(spu)+m, j=1,2...

where f € C/(R",R"), h € C'(R*,R™) and ¢&; ~ N(0, Q,), 7 ~ N(0,R,) are noises. The first equation describes the
evolution of the system with initial state s, while the second equation describes the observations, and it is usually
assumed that sg, {&}eny and {7}y are independent. The Kalman filter is an iterative algorithm that estimates the
distribution P (s,l{yi}fjfl) by computing its expectation and covariance [40, [L5]. For nonlinear mappings f and g, the
EKEF applies the linear Kalman filter to a linear Gaussian system approximated by using one-order Taylor expansion,
and the output is an approximation to the real distribution of P (sll{yi};zl).

Given the initial state so ~ N (sg, Pp), fort = 1,2,. .., the prediction step is

Fio1 =D f (81, uy), (A.2)

5= f(S-1, ), (A.3)

P, =F (P FL + 0. (A4)

The correction step after observing y, is

H, = D;h(5,, uy), (A.5)

A, = HP.H" +R,, (A.6)

K, = PH'A', (A7)

P, = (I - K,H)P,, (A.8)

dy =y, — h(5, uy), (A.9)

§; = 5+ Kid,. (A.10)

The desired outputs are the expectation §, and covariance P;.

Derivation of EKFfm. Notations in this derivation follow those in the main text. By the EKF algorithm, we can
estimate the state v, and then let w, = al‘lf),. First, we have v, = /l,_l/zf)t,l and F;_; = /1,_1/21, and thus P, = /l,‘lPH.
Then by (A.5) we have

H, := D,h(a;'%;, x,) = a; 'Dyh(W,_1, x;) = o, ' H,

since o '%, = a; 147 2, W, = W,_1. By (A.6) we have
At = HtPthT + R[ = at_z(HtpthT + a’tth) = at_zAt.
13



By (A.7) we have
K = prl:lzTAz_l = a/r(Psz_lAz_l) = a;K;.

Therefore, the estimated covariance of v;|{y;}!_, is
Po=- IN{th)pt ={- Kth)Pt-
By (A.J9) we have
dy = yi = h(@; Vi, x0) = yi = h(Wi-1, %0).

Therefore, the estimated expectation of v,l{yi}ﬁ:1 is
P T VN
Ve=v,+ Kid; = A,V + o Kid,

which finally leads to
A 1A —-149-1/2 A A
wi=a, r=q; A / Wi + Kid, =W, + Kid,.

One can check the correspondance of computations in the above and in Algorithm[I} From the derivation we known
that the estimated covariance of w at the #-th step is

A _ 2
P, =a;7P,.

RLEKF optimizer. The RLEKF approximates dense matrices in EKFfm with sparse diagonal block ones to reduce the
computational cost of matrix-matrix/vector multiplications. Technically, all the layers of the NN are reorganized by
splitting big and gathering adjacent small layers.

The layerwise weight-updating procedure of RLEKF for training DeePMD in shown in Algorithm {4} In lines
1-6, we first transform a vector Y into a scalar such that the prediction of the NN model has dimension 1. splitisa
function for splitting and reorganizing layers, while gather is a function for gathering all reorganized layers together.
Some computations have been modified to make the practical implementation more robust; for details see [33].

Algorithm 4 RLEKF(Y, Ypgr, w™, P™, A1)
Input: w™, P, A"
1: for j=1,2,...,1length(Y) do
if Yj > Yj,DFT then
Y;=-Y;; Yiprr = —Y,pFr

end if
end for
Y =3,Y;/length(Y); er=} (Y;prr — ¥;)/1length(¥)
H=V,Y |, > Backward propagation
a =1/(A"L + HT P"H) > L is the number of reorganized layers
(PP, ..., Py = split(P™); {wl,...,wi"} = split(P™); {H,,...,H.}=split(H) »> Reorganizing by layers
for(=1,2,...,Ldo

K = PI'H,

P;mt — (P;n _ (YKKT)//lm

wo = wi' + aerKY
end for
: w = gather(w{",...,w"
16: PO = gather(P”‘”, o PP > Gathering all layers
17: A% = A"y +1-vy
Output: wOMI P()Ltt ﬂ()ut

R A A A T

— e e e e
wm A WD = O

The overall structure of the training procedure is outlined in Algorithm[5] The algorithm begins by initializing W,
Py and A;. At the t-th step, the energy process fits the predicted total energy to the labeled energy of configuration R
by nonlinear NN mapping /g, while the force process fits the predicted atom forces to the labeled forces by nonlinear
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mapping hp that is the gradient of sz with respect to coordinates. During the force process, a set of n, atoms is
randomly chosen from the configuration and the corresponding force vectors are concatenated into a scalar (i.e. lines
1-6 of Algorithm ). This process (lines 4-5) is repeated ny times in one step. In the practical implementation we set
n, =6 and np = 4.

Algorithm 5 High-level structure of training by RLEKF

Input: Wo, Py, Ay, v, training data (RO, Ef AF{) - Hien
1. forr=1,2,...,T do

2: E = hg(W,_1, RD) > Predicted total energy
3: w,,P,, A, = RLEKF(E, Eg)FT, w1, Pr1,A) > Training by energy
4 {F;} = hp(W,, RD) > Predicted forces
5. Wi Pr Ay = RLERF(F3} {F{) o )owy, Po, L) > Training by forces
6: end for

Output: wr, Pr, A7y

Appendix B. Shannon entropy of the multivariate Gaussian distribution

A vector-valued random variable X = [X}, ..., X,]7 € R” is said to have a multivariate Gaussian distribution if its
probability density function is given by

1
p(x) - 5@ = - ), (B.1)

1
~ @y (dets) 2 P (

with the expectation (or mean) y € R” and covariance £ € R™" where X is semi-definite. We write it as X ~ N(u, Z).
The Shannon entropy of X can be calculated as follows. First,

H(X) = —f p(x) In p(x)dx
Rn
. f [In(2" (et ') + 5 (c ~ 5™ (= ()
RV‘I
= g In(27) + % In(detX) + %Exwp(x)[(x — ' x -l

Note that (x — )" =7 (x — ) is a scalar. Thus we have

Erepol(x = )" =7 (x = )] = B pio[tr((x = )" E7' (x = )]
= BropoltrE ™ (x — ) (x = p)")]
= tr(Z 7 Eopio[(x — ) (x = )]
=w(27'Y)

=n.

Therefore, we finally obtain
1
HX) = g(l + In(27)) + > In(det X). (B.2)

Note that for the n dimensional Gaussian random vectors, the Shannon entropy depends only on its covariance but not
its mean.
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Appendix C. Proofs
Proof of Theorem[@.1} In Algorithm[T] at the ¢-th step we have
P, = P,— P,H! (H,P,H + o’R,)"H,P,
=(P;' + H o*R;'H,)™!
=P +H o]R'H) ™,
where the second equality is obtained by using the Sherman-Morrison-Woodbury formula, which leads to
Pl = ,P + o *H'R ' H,. (C.1)

Let $; = h(W,_1, x;) and £;(w) = In p(y;|w). Since y, = h(w, x;) + 1, with 5, ~ N (0, R,), we have

. 1 o \T e .
PO ) o exp (= 200 =90 R 0 = ).
and thus |
Gb1) = =500 =30 R 0 = 30 + Co (C2)
with C; a constant number. Notice that

Vuli(Wi-1) = HI V5 .

where V;{; is the gradient with respect to the middle variable §. Therefore
®2
]Ey‘wp(yz\ﬁ’zq)[wat(ﬁ’t—l)@z] = HzTEyz [(Vf’gf|y,) ]Hl'
By (C2) we have

®2
E,|(Vst],)" | = B R 0 = $01R O = 5017
= R 'Ey [ = 900i = 90T IR}
=R
Combining with (C.I) we obtain
Pr_l = ’ltpt_—ll + al‘_zE)'rNP(YAWz—I)I:waf(wl—l)®2:|~ (C3)

By defining J;, = y,P; ! we get
L=y + %E},, |V tib-)®)

Yi-1 P

By letting 4,7~ + % = 1 we finally obtain @2)-@4). O
Proof of Proposition First we prove lim;_,, 4, = 1 and
lima;? = C, (C4)

1—00

with C; a positive number. We have

A=1=-v+vad 1 =1=-v+v(l —v+vi_)

:(1—1/)(1+V+--~+vt_2)+y"1/1]

=1-v"T+y7 — 1, t > oo
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Note that ;2 = A; A, - - - A;, which leads to
t
Ine;? = Zln(l V1= A,
i=1
2 V(1= Ay)
= virld =) -1

Sy =)
Z

-4 1=V 1-4
- — — , I — 00,
/l] 1-v /l](l—v)

where we have used the inequality In(1 — x) > x/(x — 1). Since In ;> deceases and have a finite lower bound, it follows

that @, 2 has a positive limit. By ([#.4) we have

1 _ 1 _ _ 1
— = atz +A— = a/lz + /l,(cxt_z1 + A1 —)

Yt Yi-1 Yi-2
=a 2+ + LA 0> A, Lai? + 4,1
=q 1,21 A1y + o Ay T Ay
-2 —21
=ty,"ta, — — +00, t > 00
Yo

due to lim,_, a';z = C, > 0. Thus we have lim;,, y; = 0 and

. hmtaoo /lt 1
,hm ﬁt = 1 ) = = 1’
- My oo (A + @ “Y1-1) 1+C5-0

which are the desired results.

Proof of Theorem[d.2} Since y = h(w, x) +  with 7 ~ N(0,«~'1), by the Bayes’ formula we have

pOW)p(w)

pwly) = )

 exp (—g(y — hOw, )T (v = h(w, x)))exp (—%(w W) B w — w,)).

Under the assumption @9), In p(wly) is a quadratic form of w, thus w|y is Gaussian. Suppose wly ~

the quadratic terms of w in In p(wl|y) gives
Pl = P74 kDy (W, x)Dyy h(W,, )T .

Therefore, by (B:2) the change of entropy of w is

1 L1 — 1. ,detP!
= —1In(det P,) — = In(det P,) = =1 L)
S: = 5 In(det ;) - 5 In(det P;) 2“(detﬁ;l)

By the Weinstein—Aronszajn identity for matrix determinant, we obtain from (C.3)
det P! = det 27" - det (I + kP,Dyyh(,, x)Dy h(iy, x)" )
= det P} - det (I + kDyh(#y, )" PD,yh(W,. x))
= det P;" - det (I + ka;, "KPU,(x)).
Combining with (C.6) we obtain the expression of S,.
17
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Proof of Theorem[d.3] Let $ = h(w, x). Then

Eywlly = 971 = Eylly = 9171 + Ey[I9 — 5171 + 2B, [(y = $)G = 9]
= Eylly = 51 + Eu[1§ = 511 + 20E, [(w, x) — h(#,, )].

Using the approximation A(w, x) — h(W,, x) = V,,h(W,, x)T (w — W,) we get

Ey[h(W, x) — h(W, X)] = By [V h(,, )T (W = W))]
= Vyh(Wy, ) By [w — ]
=0.

Therefore, we have

Eylly = 91 = Eylly = 5171 + Ey [ — 571 = By [I5 — $4°1. (C.7)

Using again the approximation h(w, x) — h(W,, x) = V,,h(W;, x)T (w — ;) we obtain

Eull = 5171 = Eulla(w, x) = h(W,, )]
=V, h(W,, ) B, [(w — W) (w — W) 1V, h(W,, x)
=V, h(W;, x)T PV, h(W;, x)

a;*KPU,(x).

Combining the above equality with (C.7), the desired result is obtained. O
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